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Abstract Emission of anthropogenic greenhouse gases has resulted in greater Arctic warming compared to
global warming, known as Arctic amplification (AA). From an energy‐balance perspective, the current Arctic
climate is in radiative‐advective equilibrium (RAE) regime, in which radiative cooling is balanced by advective
heat flux convergence. Exploiting a suite of climate model simulations with varying carbon dioxide (CO2)
concentrations, we link the northern high‐latitude regime variation and transition to AA. The dominance of RAE
regime in northern high‐latitudes under CO2 reduction relates to stronger AA, whereas the RAE regime
transition to non‐RAE regime under CO2 increase corresponds to a weaker AA. Examinations on the spatial and
seasonal structures reveal that lapse‐rate and sea‐ice processes are crucial mechanisms. Our findings suggest
that if CO2 concentration continues to rise, the Arctic could transition into a non‐RAE regime accompanied with
a weaker AA.

Plain Language Summary Anthropogenic greenhouse gases have caused dramatic changes in the
northern high‐latitudes. Specifically, the Arctic climate has experienced significantly greater warming
compared to the global mean in recent decades when greenhouse gases concentration increases in the
atmosphere. This phenomenon, known as Arctic amplification (AA), is expected to continue according to global
climate model simulations. From an energy‐balance perspective, the Arctic cooling caused by radiation emitted
to space is primarily offset by the heat brought by the atmospheric circulation. This energy‐balanced climate
regime is called radiative‐advective equilibrium (RAE). In this study, we attempt to link AA strength to the
Arctic climate regime variation under warming and cooling scenarios. Our findings indicate that in a cooling
world, the Arctic is predominantly in the RAE regime, corresponding to a stronger AA. Conversely, in a
warming world, the RAE regime gradually transition to non‐RAE regime, accompanied with a weaker AA. We
also examine the seasonal and spatial structure of climate regime variation, identifying the key processes
including changes in sea‐ice concentration and vertical temperature profile in the atmosphere. Our results offer a
new perspective for studying the rapidly changing Arctic climate.

1. Introduction
Anthropogenic climate change exhibits a remarkable spatial distribution, with amplified surface warming
emerging in the Arctic compared to warming elsewhere. This phenomenon is known as Arctic amplification (AA,
Previdi et al., 2020; M. C. Serreze & Barry, 2011; Taylor et al., 2022), recorded in palaeoclimate proxies (CAPE‐
Last Interglacial Project, 2006; Hoffert &Covey, 1992;Miller et al., 2010; Park et al., 2019), observed in historical
data (Chapman & Walsh, 1993; England et al., 2021; M. Serreze et al., 2009), and simulated in global climate
models (Hahn et al., 2021; Holland&Bitz, 2003; Holland&Landrum, 2021;Manabe&Stouffer, 1980).While the
Intergovernmental Panel on Climate Change reported the degree of AA ranging between two and three based on
observations and climatemodel simulations (Lee et al., 2023), recent studies suggested that an alarming threefold to
fourfold AA could be occurring (Chylek et al., 2022; Rantanen et al., 2022; W. Zhou et al., 2024). AA not only
exerts profound influences on Arctic weather and ecosystem (Alvarez et al., 2020; Burgass et al., 2019; Meredith
et al., 2019; Wassmann et al., 2011; Whiteman & Yumashev, 2018), but also has been suggested to affect mid‐
latitude weather and climate via altering large‐scale atmospheric circulations (Cohen et al., 2018; Deser
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et al., 2010; England et al., 2020; Francis &Vavrus, 2012; Liang et al., 2024; Screen, 2014; Smith et al., 2022; Sun
et al., 2015; Y. Wu & Smith, 2016). Therefore, advancing our mechanistic understanding of AA is crucial for its
regional and global socioeconomic implications.

From an energetic perspective, atmospheric radiative cooling in high‐latitudes is principally balanced by the
advective heat fluxes from lower latitudes in current climate, whereas the surface turbulent fluxes play a lesser
role (Nakamura & Oort, 1988; Oort, 1974). This climate regime is referred to as radiative‐advective equilibrium
(RAE, Cronin & Jansen, 2016). In contrast, the energy balance in low‐latitudes is primarily sustained by radiative
cooling and surface turbulent fluxes (Riehl & Malkus, 1958), known as radiative‐convective equilibrium (RCE,
Manabe &Wetherald, 1967; Wing et al., 2018). In the mid‐latitudes, all three processes — radiative cooling, heat
advection, and surface turbulent fluxes — are important, leading to a climate regime called radiative‐convective‐
advective equilibrium (RCAE, Miyawaki et al., 2022, 2023). The RAE, RCE, and RCAE regimes, respectively,
characterize the high‐, low‐, and mid‐latitude climates, and are connected to the surface inversion, moist adia-
batic, and mixed lapse‐rate regimes (Miyawaki et al., 2022).

More intriguingly, when the climate mean state varies, the regional climate experiences a regime transition. For
example, northern high‐latitudes can transition from RAE to RCAE regimes in warming scenarios, along with the
changes in atmospheric vertical thermal structure (Miyawaki et al., 2023). Meanwhile, AA magnitude presents a
mean‐state dependence: the strength of AA decreases in a warmer state than in a colder state (Kay et al., 2024;
Ono et al., 2022; S.‐N. Zhou et al., 2023). These previous findings reveal a possible linkage between the Arctic
energy‐balance regime transition and AA, which has not been explored thoroughly.

The purpose of this study is to investigate the linkage between the climate regime variation and transition in the
northern high‐latitudes and AA, building upon a framework proposed by Miyawaki et al. (2022). This framework
not only characterizes RAE, RCAE, and RCE regimes, but also quantifies the regime variation and transition to
enhance the mechanistic understanding. We utilize a suite of abrupt CO2 experiments, forced by a wide range of
CO2 forcings (Mitevski, Orbe, et al., 2021), to examine the variations in AA and climate regime. Given that
previous studies have highlighted the unique AA seasonal evolution (Hahn et al., 2022; Liang et al., 2022; Y.‐T.
Wu et al., 2023) and the seasonal RAE‐RCAE transitions in high‐latitudes (Miyawaki et al., 2022), we further
analyze the climate regime variation and transition at seasonal timescale, illustrating the underlying mechanism.
We anticipate that the results would offer a new perspective on studying the rapidly changing Arctic climate and
the cause of AA, based on the transition in the Arctic energy‐balance regime.

2. Data and Methods
In this study, we analyze a suite of 150‐year abrupt CO2 simulations using the fully coupled atmosphere‐ocean‐
sea‐ice‐land configuration of the Community Earth System Model version 1 (CESM1, Kay et al., 2015). The
simulations, with nominal 1° horizontal resolution, follow the protocol for the Coupled Model Intercomparison
Project Phase 6 (CMIP6, Eyring et al., 2016). In each simulation set, the CO2 concentration is fixed throughout
the integration period, ranging from one‐eighth times the preindustrial (PI) level (i.e., 0.125xCO2) to eight times
the PI level (i.e., 8xCO2). The details of model components and experimental design were documented in pre-
vious studies (e.g., Mitevski, Orbe, et al., 2021; Mitevski et al., 2022; S.‐N. Zhou et al., 2023). For simplicity, we
use nxCO2 run to denote these simulations, where n = 0.125, 0.25, 0.5, 1, 2, 3, 4, 5, 6, 7, and 8. We focus on the
deviation of any variable from its PI control run (i.e., the 1xCO2 run, CO2 concentration level is fixed at 284.7
ppmv), and define “d(X)” as the difference of variable X in the nxCO2 run and the 1xCO2 run. We average the
deviation over the last 30 years to represent mean climate response, and refer it to ’response’ hereafter. We note
that in the 4xCO2 run, the shutdown of Atlantic meridional overturning circulation (AMOC) causes abrupt
changes in global and Arctic climates. In the runs with higher CO2 levels, the effect of AMOC shutdown is offset
by that of radiative forcing. The relevant analyses and discussion can be found in previous studies (Liang
et al., 2022; Mitevski, Orbe, et al., 2021).

The main purpose of this study is to link the energy‐balance regime variation and transition to AA. To quantify the
strength of AA in the nxCO2 runs, we calculate a unit‐less factor (hereafter AAF):

AAF =
dSATArctic

dSATglobal
, (1)
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where dSATArctic denotes the near‐surface air temperature (hereafter SAT) response averaged over the Arctic
domain (70° − 90°N), while dSATglobal denotes the global‐averaged SAT response. We chose the southern
boundary of the Arctic to be 70°N because evident climate regime variation and large sea‐ice change occur to the
north of 70°N (Figure 1). However, we conduct the same analysis with the Arctic boundary 60°N and obtain very
similar results (not shown). Previous AA studies also adopted similar AAF definition, that is, the ratio metric, and
discussed its physical interpretation (e.g., Liang et al., 2022; S.‐N. Zhou et al., 2023). It is noted that AAFs for the
0.125xCO2, 0.25xCO2, and 0.5xCO2 runs quantify the amplified Arctic cooling relative to the global cooling.

To understand the characteristics of the climate regimes and quantify the regime variation and transition, we
consider the vertically integrated (from the surface layer to model top), zonal‐mean moist static energy (MSE)
budget:

∂tm + ∂y(vm) = Ra + LH + SH, (2)

wherem = cPT + gz + Lq is MSE (Neelin & Held, 1987), Ra represents atmospheric radiative cooling, defined
as the difference between the radiative fluxes at the top of atmosphere and the surface (by the sign definition,

Figure 1. The latitudinal distributions for annual‐mean zonal‐mean (a) R1, (b) δc, (c) SIC, (d) dR1, (e) dδc, (f) dSIC, (g) dSAT divided by global means, and (h) AAF
against dR1. The purple, white, and red shadings in panel (a) depict the RAE, RCAE, and RCE regimes, respectively. The units are denoted in the title of each panel.
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cooling corresponds to negative value), and LH and SH correspond to latent and sensible heat fluxes. We next
follow Miyawaki et al. (2022) to nondimensionalize Equation 2 by dividing the radiative cooling term Ra on both
sides:

∂tm + ∂y(vm)
Ra⏟̅̅̅̅⏞⏞̅̅̅̅⏟
R1

= 1 +
LH + SH

Ra⏟⏞⏞⏟
R2

, (3)

where R1 and R2 are nondimensional numbers. We use R1 to define the three energy balance regimes: (a) RAE
regime if R1 ≥ 0.9, (b) RCE regime if R1 ≤ 0.1, and (c) RCAE regime if 0.1<R1 < 0.9. For the RAE regime,
R1 ≥ 0.9 corresponds to energy balance held by the radiative cooling and MSE convergence. They are almost
equally important in this regime, thus their ratio is close to one. From the R2 perspective, the turbulent fluxes are
much weaker than the radiative cooling in this regime, leaving R2 rather small. For the RCE regime, the energy
balance is largely sustained by the turbulent heat fluxes and the radiative cooling, so their ratio is close to minus
one and R1 value is small. The RCAE regime is maintained by all three processes, and corresponds to R1 values
between 0.1 and 0.9. Analyzing the change in R1, thus, can quantify the regime variation. The physical inter-
pretation of the selected R1 values to distinguish these climate regimes is discussed in Miyawaki et al. (2022). The
threshold values were determined based on reanalysis products, and were validated to apply in climate model
simulations. More details and relevant discussion can be found in Section 2a of Miyawaki et al. (2022).

To investigate the underlying mechanism leading to the climate regime variation and transition, we follow
Miyawaki et al. (2022) to decompose the seasonality of dR1 as below:

dR1 = R1{
d(∂tm + ∂y (vm))
∂tm + ∂y (vm)

−
dRa

Ra
} + Residual, (4)

where the overbar denotes the annual‐mean value. The first term quantifies the dynamic contribution, including
advection and atmospheric storage, while the second term quantifies the effect of radiative cooling. The third term
is the residual, which presents the nonlinear interactions and is overall small but not negligible. We will discuss
the effect of residual in the discussion section.

We follow Stone and Carlson (1979) to compute the lapse‐rate departure from the moist adiabat as the fractional
difference:

δc =
Γm − Γ
Γm

× 100%, (5)

where Γ is the actual lapse rate and Γm is the corresponding moist adiabatic lapse rate. We compute the vertically
integrated δc from the surface to the model top. Smaller δc value corresponds to the moist adiabatic lapse‐rate
regime, while larger value denotes the surface inversion lapse‐rate regime (Miyawaki et al., 2022).

3. Results
To explore the linkage between high‐latitude regime variation, we begin with characterizing the RAE, RCAE, and
RCE regimes via analyzing the annual‐mean latitudinal distribution of R1 in the nxCO2 runs (Figure 1a). One
remarkable feature immediately stands out: R1 varies evidently to a great extent in the northern high‐latitudes,
whereas it varies less elsewhere. Specifically, most regions of Arctic are in the RAE regime when CO2 level is
reduced with respect to the PI level (lines with cold colors in Figure 1a). In the 2x, 3x, 4xCO2 runs, RAE regime
recedes to higher latitudes, and when CO2 level continues to elevate, the Arctic becomes completely RAE‐free,
or, in other words, the Arctic enters the RCAE regime. The response of R1 (i.e., dR1) quantifies that R1 changes in
the northern high‐latitudes can be twice larger than those in the lower latitudes (Figure 1d). A similar feature also
appears in δc and dδc (Figures 1b and 1e), reflecting the close connection between the climate regime and the
lapse‐rate regime that was identified in Miyawaki et al. (2022).

Geophysical Research Letters 10.1029/2024GL113417
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As sea ice is required for the maintenance of RAE regime (Miyawaki et al., 2022) and crucial for AA generation
(Chung et al., 2021; Dai et al., 2019; Liang et al., 2022), we look into the spatial distributions of annual‐mean sea‐
ice concentration (SIC) and its response (Figures 1c and 1f). As expected, the spatial distribution of dSIC
(Figure 1f) corresponds fairly well to that of dR1 in the northern high‐latitudes (Figure 1d). The center of action
resides near 70°N, where both CO2 reduction and increase runs present large dSIC that coincides with large dR1.
In the southern high‐latitudes, despite large dSIC and its spatial correspondence to dR1, dR1 is not large enough to
shift RAE to RCAE regime (Figure 1a). We will discuss the muted regime variation in the southern high‐latitudes
in the discussion section.

Having shown the spatial consistency between sea‐ice, lapse‐rate, and energy‐balance regime variations, we step
further to explore the linkage to AA. The spatial distributions of dSAT normalized by the global mean in the
nxCO2 runs show clear polar‐amplified signals (values larger than 1, Figure 1g) with their peaks corresponding
strikingly well to the peaks or troughs of dR1 in the northern high‐latitudes (c.f., Figure 1d). This suggests a close
association between AA and high‐latitude regime variation. The statistical analysis on the Arctic‐averaged
dR1 and AAF reveals a close relationship between AA and the regime variation, as the correlation coefficient
between them is as high as 0.84 such that about 71% of the AA changes across the different CO2 levels can be
explained by dR1 (Figure 1h). However, one should interpret this result with cautions, as the high correlation
coefficient does not mean that dR1 captures all relevant physics leading to AA with clear causality and a reliable
predictor for AA. We discuss the above in the discussion section.

To investigate the mechanism leading to the regime variation and transition in the northern high‐latitudes, we look
into the monthly evolution of zonal‐mean profiles of R1, δc, and SIC (Figure 2). We chose the 0.125xCO2 and
8xCO2 runs to represent the cooling and warming scenarios, respectively. A noticeable contrast in the two runs is
the coverage of RAE regime in the northern high‐latitudes, circled by the magenta contour lines in Figure 2. In the
0.125xCO2 run, RAE regime persists throughout whole year to the north of 65°N; whereas in the 8xCO2 run, RAE
regime disappears in most months and in most of high‐latitudes, except a narrow band centering around 65°N
from October to March and a patch to the north of 80°N during July–August period. δc shows consistent spatio‐
temporal structure with slightly phase lead in time (Figures 2b and 2e). For example, in the 8xCO2 run, higher δc
values begin to emerge in May in the northern high‐latitudes, about 1 month earlier than R1 values becoming
larger (c.f., Figures 2d and 2e). This indicates that the lapse‐rate regime evolution is happening in advance of the
RAE regime evolution in the northern high‐latitudes.

The SIC shows consistent temporal evolution but with some spatial differences. In the cold scenario, large SIC
persists to the north of 70°N throughout the whole year, favorable for the maintenance of RAE regime (Figure 2c).
Another band of SIC to the south of 60°N depicts the sea‐ice emergence in the Sea of Okhotsk. In the warm
scenarios, in contrast, SIC widely disappears in the northern high‐latitudes (Figure 2f). Small SIC persists to the
north of 60°N from October to June, detrimental for sustaining the RAE regime.

Focusing on the seasonal evolution, in the CO2 reduction runs, the Arctic‐averaged R1 are in RAE regime
throughout the year, except for the 0.5xCO2 run in June (Figure 3a). High SIC throughout the year (Figure 3b)
sustains the RAE regime. At PI CO2 level, the SIC is smaller than in the CO2 reduction runs, hence the R1 be-
comes RCAE fromMay to July, but remains RAE in other months. All CO2 increase runs shift the RAE regime in
Arctic to RCAE regime, along with lower SIC throughout the year, except 2xCO2 and 4xCO2 (due to abrupt
AMOC shutdown) runs during February‐May period when SIC is at seasonal peak. We notice that the SIC
seasonal cycle tends to lag R1 seasonal cycle about 2 months. For example, the SIC minimum for 0.5xCO2 occurs
in August (green line in Figure 3b), while the R1 minimum in June (green line in Figure 3a). We follow Equation 4
to decompose R1 and find that the seasonal cycle of radiative component is closer to that of SIC (not shown),
suggesting that the SIC modulates the climate regimes in high‐latitudes mainly via radiative process.

We next show that dR1 is larger in the cold season than in the warm season (Figure 3c) consistent with the seasonal
evolution of dδc (Figure 3e). It is noted that the seasonal peaks of dSIC and dδc occur about 1 month earlier than
that of dR1. For example, in the 0.125xCO2 run, the peaks of dSIC and dδc occur in September, while that of dR1 in
October. These seasonal phase variations indicate that sea‐ice and lapse‐rate processes play driving roles in the
RAE regime formation and transition to RCAE regime, in both warming and cooling scenarios.

To further understand the underlying mechanism, we decompose dR1 into its radiative and dynamical components
(Figures 4b and 4c). During the early warm season, from April to July, the dynamical component counteracts the

Geophysical Research Letters 10.1029/2024GL113417

LIANG ET AL. 5 of 11

 19448007, 2025, 2, D
ow

nloaded from
 https://agupubs.onlinelibrary.w

iley.com
/doi/10.1029/2024G

L
113417, W

iley O
nline L

ibrary on [16/01/2025]. See the T
erm

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline L
ibrary for rules of use; O

A
 articles are governed by the applicable C

reative C
om

m
ons L

icense



radiative component, weakening dR1. In contrast, during other seasons, both components act to intensify dR1. The
seasonal evolution of dR1 corresponds to that of dynamical component (Figure 4c). We also notice that the annual
range of dR1 is smaller in the CO2 reduction runs compared to that in the CO2 increase runs (Figure 3c), which is
also seen in dSIC annual range (Figure 3d). As the radiative component exhibits relatively less variation
throughout the year, the dynamical component affects the annual range. This is clearly seen in Figure 4c, where
the dynamical component shows larger month‐to‐month variation, particularly in the cold seasons, in the CO2
increase runs. The residuals are relatively small but not negligible (Figure 4d), indicating that the nonlinear in-
teractions may contribute in particular when the CO2 forcing is weak.

Figure 2. The spatio‐temporal evolutions of panel (a) R1, (b) δc, and (c) SIC in 0.125xCO2 run. (d), (e), (f) show the same, but for the 8xCO2 run. The magenta line
indicates the boundary between the RAE and RCAE regimes, while the black line denotes the boundary separating the RCAE and RCE regimes.
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The above seasonal features of regime variation are consistent with the AAF variation in the CO2 reduction runs,
highlighting their linkage at seasonal timescale. The peak values of AAF and dR1 coincide in October, while the
weakest values occur during June–July period (c.f., Figures 3c and 3f). However, the seasonal cycles of dR1 and
AAF in the CO2 increase runs show inconsistent evolutions, as the largest dR1 reduction corresponds to large
AAF in the cold seasons. This result suggests that once the Arctic enters RCAE regime due to CO2 increase, the
seasonal correspondence becomes less evident. Furthermore, the annual range of AAF in the CO2 reduction runs
is also smaller than that in the CO2 increase runs, compatible with the annual range differences of dR1 in these
runs. These findings reflect the close connection between AA and high‐latitude climate regime variation at
seasonal timescale in RAE regime, and reduced connection when the regime transitions to RCAE.

4. Conclusions and Discussion
This study aims to link the climate regime variation and transition in the northern high‐latitudes to the strength of
AA using a suite of abrupt CO2 experiments with a wide range of CO2 levels, which has not been investigated
before. We apply a diagnostic framework proposed byMiyawaki et al. (2022) that can quantify the variation in the
RAE, RCAE, and RCE regimes. In a cold scenario due to CO2 reduction, the northern high‐latitudes experience
expanded sea‐ice coverage, leaving less open ocean and limiting atmosphere‐ocean heat fluxes exchange. The
energy balance, therefore, is mostly sustained by the radiative cooling and advective heat fluxes convergence,
favorable for the RAE regime and the surface inversion lapse‐rate regime (Miyawaki et al., 2022). In contrast,
increasing CO2 level, along with sea‐ice retreat, leads to an energy balance regime consistent with the RCAE
regime and featuring mixed lapse‐rate regime. From a process‐level perspective, the sea‐ice change (e.g., Dai
et al., 2019; Chung et al., 2021; Liang et al., 2022; S.‐N. Zhou et al., 2023) and the lapse‐rate feedback (e.g.,
Goosse et al., 2018; Pithan & Mauritsen, 2014; S.‐N. Zhou et al., 2023), both of which have been considered key
mechanisms in generating AA, work together to establish the linkage between regime variation and AA. We
conclude that the degree to which RAE regime transitions to RCAE closely links to the strength of AA. It is
anticipated that, if CO2 concentration continues to grow, the Arctic would transition from RAE regime to RCAE
regime, resonating the findings in transient climate model simulations (Miyawaki et al., 2023).

Figure 3. The seasonal evolutions of Arctic‐averaged (a) R1, (b) SIC, (c) dR1, (d) dSIC, (e) dδc, and (f) AAF. The purple and white shadings in (a) indicate the RAE and
RCAE regimes, respectively. The units are denoted in the title of each panel.
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Considering that in abrupt CO2 experiments other climate models are not forced with CO2 levels more than 4
times the PI level, we may need to take account for other factors aside from the lapse‐rate and sea‐ice processes.
Indeed, when we only use the runs with CO2 levels less than 4xCO2, the correlation coefficient between dR1 and
AAF becomes 0.7, suggesting other process intervenes. If we repeat the same analysis without including the cold
runs, the correlation coefficient drops substantially, indicating that in RCAE regime this relationship does not
hold. The opposite result emerges in the southern high‐latitudes when AAF decreases along with stronger R1
(Figures 1a and 1g), suggesting this relationship does not apply to Antarctic, either. In the dR1 decomposition, we
also see that the residual term could be similar in magnitude to other components particularly in lower CO2 levels,
suggesting that the effect of nonlinear interactions emerges. One additional analysis to reveal other factors and the
nonlinear effect is to follow the feedback‐locking analysis (Beer & Eisenman, 2022). This framework allows us to
examine the nonlinear interactions between feedbacks and meridional heat transport, which may be crucial when
CO2 forcing turns weak. Another approach could be using the transient runs (Miyawaki et al., 2023), which would
shed insights on the mechanism under weaker CO2 forcing.

Figure 4. The seasonal evolutions of Arctic‐averaged (a) R1, (b) dynamical component (R1
d(∂tm+ ∂y(vm))
∂tm+ ∂y(vm)

), (c) radiative component (− dRa
Ra
), and (d) residual. The units are

denoted in the title of each panel.
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Looking into the seasonality changes in the northern high‐latitudes reveals a close linkage between high‐latitude
regime variation and AA at seasonal timescale and the underlying mechanisms. The fact that the peaks of sea‐ice
and lapse‐rate changes occur about 1 month in advance strongly suggests that they are the essential mechanisms
establishing the RAE transition‐AA linkage.We also notice that, when the Arctic is in RAE regime throughout the
seasons, the seasonal cycles of the regime variation and AAF correspond nicely well in the CO2 reduction runs.
This correspondence becomes less evident in the CO2 increase runs as now the Arctic enters RCAE regime. This
result reflect the fundamental difference in the two energy‐balance regime and raises some interesting and
important questions. For example, what is the physical nature of the RCAE regime? In what way does it differ
from the RAE regime, and how do these differences affect AA? Miyawaki et al. (2022) showed that the different
lapse‐rate regime phenomenologically links to them, but, at least we are aware of, no theoretical framework has
been attempted to answer these questions. Cronin and Jansen (2016) provided some physical insights into the
RAE regime. Following similar approach, our findings here may offer serve as useful phenomenological refer-
ence for future theoretical and process‐oriented studies on the RCAE regime.

A notable contrast manifests in the southern high‐latitudes. Although the sea‐ice changes considerably from cold
to warm scenarios (c.f., Figures 2c and 2f), the climate regime does not vary much and stays in RAE (Figure 1a).
Indeed, the amplified SAT is stronger in the CO2 increase runs than that in the reduction runs (Figure 1g),
opposite to the northern‐hemisphere counterpart. This is likely due to the climate regime variation residing to the
south of predominant sea‐ice changes, not allowing the atmosphere‐ocean heat fluxes to sustain energy balance
directly. Smaller spatial change in lapse rate (c.f., Figures 2b and 2e) possibly also weakens the effect of lapse‐rate
feedback that promotes amplified warming or cooling. Therefore, the energy‐balance regime variation is not
closely link to the “Antarctic amplification.” The high elevation of Antarctic topography has also been suggested
as a factor responsible for no Antarctic amplification because of muted lapse‐rate feedback (Hahn et al., 2020;
Salzmann, 2017), while the contribution of ocean dynamics was investigated (Marshall et al., 2014). Future
studies considering their roles should provide further insights.

One more intriguing phenomenon we observe is stronger AA in the cooling scenarios than in the warming
scenario (Figure 1f). S.‐N. Zhou et al. (2023) conducted a process‐based analysis to show that the lapse‐rate
feedback is the key process for this AA asymmetry. Indeed, the lapse‐rate feedback was identified working
asymmetrically on polar amplification in cold and warm climates in an idealized model simulation (Merlis
et al., 2022) and a comprehensive climate model (Eisenman & Armour, 2024). However, there is a lack of a clear
explanation of why the lapse‐rate feedback reacts to warming and cooling forcings asymmetrically. Our analysis
focusing on energy‐balance regime variation and transition may offer an alternative perspective to answer, or at
least to shed some insights into, this phenomenon. As discussed above, our results suggest that the response of
lapse‐rate feedback to warming and cooling forcings in the RAE regime could be fundamentally different from
the response in the RCAE regime. Including the surface heat fluxes in the RCAE regime may weaken the
effectiveness of lapse‐rate feedback by demolishing the surface inversion, resulting in weaker AA. Furthermore,
the effect of cloud on the energy balance (Prince & L’Ecuyer, 2024) may be intensified in the RCAE regime but
muted in the RAE regime. This could also contribute to the lapse‐rate non‐linearity and asymmetric AA. These
arguments are hypothetical and require further investigations.

Data Availability Statement
The data of CO2 experiments can be obtained via Mitevski, Polvani, and Orbe (2021). The plotting Python scripts
can be downloaded from Liang (2024).
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