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More positive and less variable North
Atlantic Oscillation at high CO2 forcing
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The North Atlantic Oscillation (NAO) is the principal mode of atmospheric variability over the North
Atlantic, modulating theweather and climate of neighboring regions in both winter and summer.While
Earth System Models generally project a more positive NAO under 21st century high-emission
scenarios, uncertainties persist as to the precise response of the NAO to increased CO2 levels, owing
to large internal variability. In this studywe investigate the response of the NAO to awide range of CO2

forcings, from two to eight times the preindustrial values. Analyzing a large sample of present-
generation climate models, we find that the NAO likely becomes more positive with increasing CO2

concentrations.Moreover, we find a reduction inNAOvariability. This leads to a smaller increase in the
likelihood of extremely positive NAO events than would be expected based solely on the shift in the
mean. On the other hand, we also find a reduction in extremely negative NAO events, which is
attributable to both the shift toward more positive values and the decrease in variance. Finally, our
analysis reveals that the distribution of the NAO response at high CO2 forcing is negatively skewed.
This fact partially offsets the decrease in extremely positive NAO events associated with reduced
variability. Ultimately, our results suggest a greater increase in positive NAO events compared to the
decrease in extremely negative NAO events at higher CO2 forcing.

The North Atlantic Oscillation (NAO) represents the variability in the
meridional atmospheric pressure gradient over the North Atlantic1,2, and is
tightly coupled to the variability in the latitude of the North Atlantic eddy-
driven jet stream3. It is typically thought of as a dipole, with nodes near
Iceland and the Azores, although their exact locations change with the
seasonal cycle4. Fluctuations in the NAO are linked to changes in average
surface wind speed, direction, and moisture transport across the North
Atlantic to surrounding regions, including Europe and eastern North
America2. In turn, this significantly affects surface temperature and pre-
cipitation patterns.Ona hemispheric scale, theNAO is closely related to the
Northern Annular Mode/Arctic Oscillation, and therefore dominates
Northern Hemisphere atmospheric variability5,6.

In winter, the southern node of the NAO is located over the Azores,
while the northern node is over Iceland2. During the positive phase of the
NAO(NAO+), theAzores high strengthens, and the Icelandic lowdeepens,
increasing the meridional pressure gradient across the North Atlantic. This
is associated with a poleward shift in the eddy-driven jet3,7,8, directing the
storm track toward northern Europe where it leads to wetter and warmer-
than-average conditions with accompanying drier and colder-than-average

conditions in southern Europe. Conversely, in the negative phase of the
NAO (NAO-), the pressure difference between the Azores high and Ice-
landic low decreases, which is associated with an equatorward shift of the
eddy-driven jet. This phase on average leads to wetter and warmer condi-
tions in southern Europe and drier and colder conditions in northern
Europe.

In summer, the NAO has a smaller spatial extent and is shifted pole-
ward with a northwest–southeast tilt2,4,9. Compared with the winter NAO,
the southern node of the summer NAO is located further northeast over
Britain and Ireland, while the northern node is located further west over
Greenland. Similar to the winter NAO, the summer NAO accounts for
about one-third of the variance in sea level pressure over the North Atlantic
sector10 and is associated with the position and strength of the North
Atlantic jet stream and storm tracks11.

Over the historical period the NAO has exhibited pronounced multi-
decadal variability. Fromobservations alone, one cannot determinewhether
the increase in greenhouse gas concentration during that period affected the
NAO. Significant decadal variability has been observed in both winter and
summer NAO during this time12,13: the winter NAO trended positive from
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the 1950s to the 1990s, but the trend has reversed in recent decades due to
the dominance of negative NAO in the late 2000s/early 2010s. The summer
NAO has exhibited a negative trend over recent years owing to increased
summertime Greenland blocking14, yet most climate models cannot simu-
late such a trend15. Overall, the low-frequency variability of the NAO
complicates the identification of any forced signal in response to increased
greenhouse gas concentrations over the historical period.

Another challenge in detecting a forced signal during the historical
period is the signal-to-noise problem (or “paradox”) in the North
Atlantic: studies have suggested that the NAO response to changes in
external forcing, sea surface temperatures, and sea ice in models may be
too weak compared to observations13,16. As a result, models simulate
significantly weaker NAO multidecadal variability than in reanalysis
data for the historical period17–22. This weaker NAO variability inmodels,
compared to observations, has been linked to a range of model defi-
ciencies, including in stratosphere-troposphere coupling23 and regime
persistence24,25.

Owing to these challenges, there remains considerable model spread
regarding the response of theNAO in 21st-century projections.While some
models project a more positive NAO in winter26–31 and in summer4,31,32, in
many cases the projected response lies within the bounds of internal
variability27. Only a few models show a more positive future NAO with a
signal exceeding their internal variability27.

Furthermore, 21st-century projections under Representative Con-
centration Pathways (RCP) and Shared Socioeconomic Pathways (SSP)
incorporate not only CO2 increases, but also other anthropogenic forcings
(notably aerosols) which confound the signal from CO2. Hence, the precise
response of the NAO to increased CO2 forcing in present-generation cli-
mate models remains unclear. In addition, the extant studies that have
focused on CO2 alone have analyzed historical runs with greenhouse gases

only ("hist-GHG”) or abrupt 2 × and 4×CO2 concentrations.However, due
to the signal-to-noise paradox, it may be necessary to apply a larger CO2

forcing to detect a statistically significant response in the NAO.
The goal of this paper, therefore, is to quantify how the winter and

summerNAO respond to a wider range of CO2 forcings – 2 × , 4 × , and 8 ×
CO2 – and to examine that response across many models. We do this by
analyzing all available CMIP5 and CMIP6 models at these CO2 forcing
levels, supplementedwith our ownadditional experiments using three state-
of-the-art models. While the shift in the mean NAO has been linked to
changes in extreme events, the changes in higher moments of the dis-
tribution (i.e., standarddeviation and skewness) have received less attention.
Thus, we here report how these higher NAOmoments change at high CO2

forcing, and we quantify the accompanying impact on the likelihood of
extreme NAO events.

Results
More positive NAO
We begin by assessing the preindustrial (PI) climatology of the NAO across
all the models, defined as the mean difference between the monthly-mean
SLP in the two nodes (see Methods). We find a very large inter-model
spread, ranging from around 7 to 31 hPa in winter (95% range 18.5 to 21.1
hPa) and 1 to 11 hPa in summer (95% range 4.7 to 5.8 hPa). Nevertheless,
the multi-model-mean NAO at PI lies close to that seen in ERA5, the fifth
generation reanalysis from the European Center for Medium-Range
Weather Forecasts33, over 1979–2023. While comparing PI against
1979–2023 is not like-for-like, changes in the NAO during the historical
period areminimal17,34, and so a comparisonwith either thehistorical period
or PI would yield similar results. We choose the 1979–2023 period since
the reanalysis is more strongly constrained by observations. For DJF, the
multi-modelmean is 19.8hPa,while inERA5 it is 20.8 hPa (Fig. 1a). For JJA,

Fig. 1 | The mean NAO index and its response to increased CO2. Results with
preindustrial control runs frommodels and ERA5 (years 1979–2023) are shown for
(a) winter (DJF) and (b) summer (JJA). The response from the model preindustrial
values is show in (c) for DJF and (d) for JJA. The empty circles denote individual

models (13models for 2 ×CO2, 55models for 4 ×CO2, and 6models for 8×CO2). All
individual models are listed in Table S1. The error bars show the 95% confidence
interval on the mean, obtained by bootstrapping.
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the PI control mean is 5.3 hPa, and in ERA5 it is 5.7 hPa (Fig. 1b). Hence,
despite the very large inter-model spread, the multi-model mean NAO in
both seasons closely resembles reanalysis.

Next, we quantify the response of the NAO to increased CO2 as the
difference from the PI value. The NAO becomes more positive with
increasing CO2 concentrations inmost models, both in winter (Fig. 1c) and
summer (Fig. 1d). In DJF, the 2 × , 4 × , and 8 × CO2 experiments show a
more positive NAO in more than 83% of the models, with multi-model
mean increases of 2 hPa, 2.4 hPa, and 3.1hPa, respectively, corresponding to
a 10 to 15% increase from the PI values. Similarly, in JJA, theNAObecomes
more positive in more than 79% of the models, with multi-model mean
increases of around 1 hPa at 2 × and 4 × CO2, and 1.7 hPa at 8 × CO2.
Although the absoluteNAOresponse in JJA isweaker compared toDJF, the
percent change from thePI control at JJA is higher: 19% for 2× and4×CO2,
and 32% for 8 ×CO2. The response is significantly different from zero at the
5% level for all but 8 ×CO2 duringwinter (noting themuch smaller number
of models for this forcing).

In both winter and summer, the NAO response to CO2 forcing
(from 2 × to 8 × CO2) appears to increase monotonically. However, we
have fewer models for 2 × CO2 and 8 × CO2 than for 4 × CO2 (see Fig. 1
caption), which prevents us from identifying any statistical significance
in the mean behavior of the NAO across the different CO2 forcings from
2 × to 8 × CO2. Although we use a different number of models across the
2 × , 4 × , and 8 × CO2 runs, we emphasize that the results in Fig. 1 (NAO
becoming more positive at higher CO2) and the conclusions of the paper
remain unchanged when considering only the six models for which all
CO2 forcings are available.

Less variable NAO
We now examine the variability of the NAO, defined as the standard
deviation of its monthly index (Fig. 2). First, we note that the multi-model
spread inNAOstandarddeviationatPI (Fig. 2a, b) is smaller than the spread
in the NAOmean (Fig. 1a, b). Similar to the NAOmean, the multi-model-
mean NAO standard deviation lies very close to that obtained from ERA5
(second set of bars in Fig. 2a, b). In DJF, the PI multi-model mean value is
11.2 hPa, while the ERA5 value is 12.4 hPa. In JJA, the PImulti-modelmean
value is 4.8 hPa, compared to 4.3 hPa in ERA5.

TheNAOmulti-model standarddeviationunder 2× , 4× , and8×CO2

forcing decreases in both winter and summer (Fig. 2c, d). In DJF, the NAO
standard deviation decreases in at least 81% of the models across 2 × , 4 × ,
and 8 × CO2, with multi-model decreases of 0.3 hPa, 0.9 hPa, and 2.3 hPa,
respectively. Similarly, in JJA, the standard deviation decreases in at least
89% of the models, with multi-model decreases of 0.2 hPa, 0.5 hPa, and 0.8
hPa, respectively. The response is significantly different from zero at the 5%
level for all forcings in both seasons, although there is a non-significant
monotonic response from2× to 8×CO2due to the small number ofmodels
in the 2 ×CO2 and 8 ×CO2 experiments. Thismulti-model reduction in the
NAO standard deviation contrasts with the increase in the NAO multi-
model mean under higher CO2 forcing, and has not (to the best of our
knowledge) previously been reported from the NAO perspective, but it has
been shown by the reduced variability of the jet35.

Despite the large spread in the NAO mean and standard deviation at
PI across the models, we found no relationship between the mean and/or
standard deviation of the NAO at PI and its response at 2 × , 4 × , and
8 × CO2, nor between the standard deviation response and the mean

Fig. 2 | The standard deviation of the NAO and its response to increased CO2.
Results with preindustrial control runs from models and ERA5 (years 1979–2023)
are shown for (a) DJF and (b) JJA. The response from themodel preindustrial values

is shown in (c) for DJF and (d) for JJA. The empty circles denote individual models
(see Table S1 for a list) and the error bars show the 95% confidence interval on the
mean, obtained by bootstrapping.
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response for each forcing (not shown). We also found no relationship
between theminority of themodels that show a decrease inNAOmean and
the models that show an increase in variability (not shown). In addition,
showing the standardizedNAOindex or the change at 2× , 4× , and8×CO2

as a percent change from the PI value produces the same results as in
Fig. 1c, d.

More positive NAO due to both strengthening high and low
Since we compute the NAO index by simply taking the SLP difference
between the two nodes (see Methods), we can decompose their respective
contributions to the NAO mean response. The southern node (a high-
pressure region in the positive phase) is located over the Azores in winter
andBritain and Ireland in summer,while the northernnode (a low-pressure
region in the positive phase) is over Iceland in both seasons in our analysis
(see Methods for detailed explanation). When we perform this decom-
position, we find that the multi-model mean NAO strengthening in DJF
(gray bars in Fig. 3a) is driven roughly equally by increased SLP in the
southern node (i.e., a strengthening of the Azores high; red bars) and
decreased SLP in the northern node (i.e., a deepening of the Icelandic low;
blue bars). This pattern is also evident in the SLP responsemaps in Fig. 3c–e,
where the regions comprising the two nodes of the NAO are delineated in
black. The SLP in the southernnode increasesmonotonically across the 2× ,
4 × , and 8 × CO2 forcing levels. However, while the SLP in the northern

node decreases at 2 × CO2, at 8 × CO2 the pattern is mixed, with half of the
box showing lower pressure (blue) and half higher pressure (red), indicating
that the decrease in SLP in the Icelandic region is not as pronounced as the
increase in the Azores region. This is also reflected in the decomposition
shown in Fig. 3a, where the blue bar at 8 × CO2 illustrates the weaker
response in the northern node.

In JJA, the NAO mean becomes more positive primarily due to the
contribution from increased SLP in the southern node at 2 × and 4 × CO2,
and decreased SLP in the northern node at 8 × CO2 levels. The sea-level
pressuremaps corroborate this: at 2×CO2, there is a predominantlypositive
response over Britain and Ireland (Fig. 3f), but by 8 × CO2 (Fig. 3h), the
Icelandic low shows a strong negative response, while the SLP in the
southernnode over Britain and Irelanddisplays amixedpattern of increases
and decreases. This is due to a strongly negative SLP response over Europe
during summer, which is likely a thermodynamic response to the extremely
high temperatures at this forcing.

Less variable NAO
Similarly to the NAOmean, we decompose the contributions to the change
in the NAO standard deviation from each node (Fig. 4a, b). In DJF, the
decrease in theNAOstandarddeviation (graybars, Fig. 4a) is roughly evenly
split between reductions in the southern and northern nodes. Maps of the
difference in SLP standard deviation from PI support this finding, showing

Fig. 3 | Contributions to the NAO mean response from each node. The mean
NAO index (gray) is decomposed to contributions from the southern ("high''; red)
and northern ("low''; blue) nodes for (a) DJF and (b) JJA. The bars show the multi

model means, and error bars are 95% range from bootstrapping the model mean.
The maps show the multi-model mean SLP response for DJF and JJA.
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that variability decreases in the vicinity of both the Azores high and the
Icelandic low as CO2 increases (Fig. 4c–e). Although the covariance
response (green) can also play a role inDJF, its impact is unclear because the
response of the covariance is not independent of changes in the variance of
the two nodes.

In JJA, the decrease in NAO standard deviation is primarily driven by
decreased variability in the vicinity of Britain and Ireland, coincident with
the southern node (Fig. 4b, f–h). At 8 × CO2, the response in the northern
node is negligible, due to the influence of increased variability north of
Iceland over the Greenland Sea (Fig. 4h).

More extreme NAO+ and less extreme NAO- events
Since ourfindings indicate that theNAOwill becomemore positive and less
variable under higher CO2 forcing, we next investigate how this will affect
extreme NAO events. We define extreme NAO events as those occurring
with a frequency of one month per decade and calculate how these events
will change at 2 × , 4 × , and 8 × CO2. Additionally, we decompose the
changes in extreme events into contributions from (1) the shift in the NAO
mean, (2) changes in the NAO standard deviation, and (3) higher-order
statistical moments (e.g., skewness), as the NAO distribution is non-
Gaussian (see Methods).

Starting with extremely negative NAO events (NAO-), we find a
reduction in these events in both winter and summer (gray bars, Fig. 5a).

The baseline number of extreme NAO- events at PI control is 1 per decade,
so the simulated changes indicate a reduction of 39% in winter and 42% in
summer. Both the increase in the NAOmean (red) and the decrease in the
NAO standard deviation (blue) contribute to this reduction. The increase in
the NAO mean shifts the NAO distribution to the “right,” (i.e., in the
positive direction) thereby reducing the frequency of NAO- events (see
multi-model probability density function in Fig. 6). Additionally, the
decrease in standard deviation “shrinks” the width of the distribution (Fig.
6), further reducing the number of extreme NAO- events. The residual
(green), which accounts for changes in higher-order moments such as
skewness, has a negligible impact on extreme NAO-event changes in DJF
and acts to decrease NAO- events in JJA.

Consistent with the results presented thus far, we find that the number
of extremely positive NAO events (NAO+) increases at 4 × CO2 (gray bars,
Fig. 5b). Relative to PI, we find a 56% increase in winter and a 49% increase
in summer. Themore positiveNAOmean state shifts the distribution to the
right, thereby increasing the number of extreme NAO+ events (red bars).
Concurrently, the decrease in standard deviation reduces the “spread”of the
NAO distribution, which would (in the absence of other changes) decrease
the number of extreme NAO+ events (blue bars). However, contributions
from third-ordermoments (skewness) and higher-ordermoments also play
a role in increasing the number of NAO+ events (green bars). In fact, after
accounting for the opposing contributions of the NAOmean and standard

Fig. 4 | Contributions to the NAO standard deviation response from each node.
The response in the standard deviation of the NAO index (gray) is decomposed to
contributions from the southern ("high''; red) and northern ("low''; blue) nodes for

(a) DJF and (b) JJA, and green bars show the covariance term. The bars show the
multi-model means, and error bars are 95% range from bootstrapping the model
mean. The maps show the multi-model mean response for DJF and JJA.
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deviation, a considerable amount of the increase in NAO+ events can be
attributed to changes in the third and higher-order moments of the dis-
tribution. The residual is particularly significant in explaining the increase in
extreme NAO+ events, largely due to the negative skewness (a “tilt to the
right”) of the NAO distribution at 4 × CO2.

Based on the projected changes in the NAO mean and standard
deviation alone, we would expect a larger magnitude decrease in extreme
NAO- events compared to the increase in extreme NAO+ events at 4 ×
CO2. However, we find a similar magnitude increase in the frequency of
extreme NAO+ events as the decrease in NAO- events. This seemingly
counterintuitive result arises from the non-normality nature of the NAO
distribution (shown in Fig. 6) and the influence of changes in higher-order
moments. While the shift in the NAO mean (Fig. 1) and the decrease in
standard deviation (Fig. 2) contribute to the overall changes in extreme
events, it is the changes in skewness and higher-order moments that ulti-
mately lead to a similar increase in extremeNAO+ events as the decrease in
extreme NAO- events. This highlights the importance of considering the
entire NAO distribution, including its higher-order moments, when eval-
uating changes in the frequency of extreme NAO events under increased
CO2. Lastly, our results also point to the limitation of relying on a single
NAO index to capture diverse jet variability, which may be better repre-
sented by a broader range of indices or metrics.

Discussion and Conclusion
We have examined the response of the winter and summer North Atlantic
Oscillation (NAO) using earth systemmodel experiments with abrupt 2 × ,
4 × , and 8 × CO2 forcings. While studies with large ensembles have pre-
viously reportedamorepositiveNAOin21st-centuryprojections, our study
unambiguously isolates the response to CO2 forcing, confirming that it
causes a shift toward amore positiveNAO inmostmodels. Additionally, we

find that the NAO becomes less variable under increased CO2 forcing. The
implications of a more positive but less variable NAO on extreme NAO+
events are nuanced: while a more positive NAO increases the frequency of
extreme NAO+ events, the reduced variability tends to decrease these
events. At the same time, both the changes in mean state and variability
contribute to a decrease in extreme NAO- events. Notably, changes in
skewness further increase thenumberof extremeNAO+ events, leading to a
greater rise in NAO+ events compared to the decrease in NAO- events in
both summer and winter.

The mechanisms driving the mean NAO response to increased CO2

levels, and the associated response of the North Atlantic jets and storm
tracks, are determined by the competing effects of the lower and upper
tropospheric meridional temperature gradients in the North
Atlantic36–40. As greenhouse gas concentrations rise, Arctic amplification
weakens the lower tropospheric meridional temperature gradient,
causing the jets to shift equatorward, which leads to a more negative
NAO39–41. At the same time, enhanced warming in the tropical upper
troposphere (in addition to the increased horizontal temperature gra-
dient arising from stratospheric cooling) strengthens the upper tropo-
spheric meridional temperature gradient, pushing midlatitude jets
poleward, resulting in a more positive NAO42. Previous studies43 have
linked the NAO response to these mechanisms, showing that stronger
Arctic amplification shifts the mid-latitude jets and the storm tracks
equatorward, resulting in a more negative NAO39,44. Another potential
mechanism affecting the NAO in a warmer world is the role of cloud
radiative effects45,46, which influence meridional temperature gradients,
thereby altering mid-latitude circulation and the NAO. However, con-
siderable disagreement remains as to whether the cloud radiative effects
act primarily in the shortwave or longwave range, and only a few models
have been used to study the role of clouds in the midlatitude jet47.

Fig. 6 | Probability density function of NAO.
Multi-model (a) winter and (b) summer NAO for
piControl (blue) and 4 × CO2 (red). The NAO index
is standardized (mean is subtracted and divided by
the standard deviation) and then the average is taken
from all the 4 × CO2 experiments from the 55
models.

Fig. 5 | Change in the frequency of extreme NAO events at 4 × CO2. Extreme (a)
NAO- and (b) NAO+ events for DJF (first set of bars) and JJA (second set of bars).
The total change (gray) is decomposed into contributions from changes in the NAO

mean (red), standard deviation (blue) and the non-normality of the distribution
(green). Extreme events are defined as those occurring once per decade.
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Since the NAO index describes the variability of the Atlantic jet35, the
response of themeanNAO index toCO2 can be interpreted as amean shift of
theAtlantic jet,while the response in the standarddeviationof theNAOindex
reflects changes in its variability. Multi-model CMIP studies project that by
the end of the 21st century, the mean position of the North Atlantic jet will
shiftpoleward35,48.These studies also indicate adecrease in thevariabilityof the
North Atlantic jet in 21st-century projections, suggesting a reduction in the
standard deviation of the NAO index, which is in agreement with our find-
ings. Specifically, thedecreasedvariability inbothnodesof thewinterNAO(as
illustrated in Fig. 4c–h) is broadly consistentwith an increase in the frequency
of the “central” jet regime under SSP5-8.549. Therefore, part or possibly most
of the decrease in standard deviation in the high and low-pressure nodes can
be interpreted as reduced variability of the North Atlantic jet7,8.

We find an increase in extremeNAO+ events and a decrease inNAO-
events under increased CO2 forcing. However, attributing these responses
solely to changes in theNAOmean and standard deviation is insufficient, as
the distribution of NAO events is non-Gaussian. Changes in the higher-
order moments, particularly skewness, play a crucial role. The skewness in
the underlying NAO has been hypothesized to be related to eddy feedback
asymmetries and/or the presence of distinct circulation regimes50–52. Thus,
changes in skewness under CO2 forcing could reflect changes to such
feedbacks/regimes, though a detailed investigation of this is beyond the
scope of our work here. Furthermore, the identified changes in extreme
NAO events are sensitive to how “extreme” is defined.When defined based
onfixed frequency (1monthper decade),wefinda larger increase inNAO+
events compared to the decrease in extreme NAO- events (Fig. 5). On the
other hand, when defined using a fixed threshold of 1.5 σ, the decrease in
extreme NAO- events is larger (Fig. S5).

One caveat to studying the response of the NAO to increased CO2

concentrations is the signal-to-noise paradox13,16. To address this, we
applied higher CO2 forcing (8 × CO2) to obtain a better signal-to-noise
ratio in the NAO response. We found a similar response in the NAO
mean (Fig. 1b, c), variability (Fig. 2b, c), and the North Atlantic sea-level
pressure mean (Fig. 3) and variability (Fig. 4) across the 4 × CO2 and 8 ×
CO2 experiments. However, whether models simulate the correct NAO
response to this high CO2 forcing – given the signal-to-noise issue –
remains an open question. In addition, due to the limited number of
models available for the 2 × CO2 and 8 × CO2 simulations, we were
unable to establish statistically significant evidence of a linear response in
the NAO mean and variability to CO2 forcing, as suggested by previous
studies53,54. We hope future research will help address these issues. Fur-
thermore, while we have solely analyzed monthly-mean data, analyzing
daily data from similar high-forcing experiments would enable a quan-
tification of changes to circulation regimes (including jet latitude
regimes) and their persistence. Lastly, althoughmostmodels agree on the
NAO response to increased CO2 concentrations, the actual physical
climate system may exhibit different behavior to a given CO2 forcing
than suggested by our conclusions.

Overall, our findings underscore the need to consider the full dis-
tribution of the NAO, not just the mean value, and the sensitivity to the
definition of extreme events when assessing the potential impacts of NAO
on regional climate and extreme weather events. Further research is needed
to fully elucidate the dynamical mechanisms underlying the projected
changes in NAO variability, including the inter-model differences, and to
explore the potential consequences for regional climates and societies.

Methods
Various methods exist for defining the NAO. In this study, we define the
NAO using simple two-box indices. In models, these are easier to interpret
than EOFs, which can confound statistical and physical differences6. For the
winter NAO, we take the monthly-mean SLP during December-January-
February and compute the difference between the southern box over the
Azores (35∘N-40∘N and 30∘W-20∘W), and the northern box over Iceland
(60∘-70∘N and 25∘-10∘W). This is the traditional definition of the wintertime
NAO1,2,30. For the summer NAO, we take the SLP difference in June-July-

August from a southern box over Britain and Ireland (45∘N-55∘N and
25∘W-10∘E,10) and a northern box over Iceland, the same as in winter (60∘-
70∘N and 25∘-10∘W). Note that we are using a slightly different definition of
thenorthernnode thanDunstone et al.10 to avoid issueswith thehigh terrain
of Greenland (and Greenland ice melt) influencing model SLP output.
Nonetheless, we obtain similar results ifwe use the samenorthernnode as in
Dunstone et al.10. In 1979–2023 ERA5 data, the temporal correlation
between these two summerNAOdefinitions is 0.91, further evidencing their
close correspondence.

The NAO as a two-box index is consistent with the leading empirical
orthogonal function (EOF1) of SLPobtained from themodels. To show that
the twobox index is consistentwithEOF1,we regress the SLPwith theNAO
2-box index (Fig. S1a, c) and find that it closely resembles the EOF1 (Fig.
S1b, d) with a pattern correlation of 0.99 forDJF and 0.98 for JJA, indicating
that the NAO 2-box index correlates well with the leading pattern of SLP
variability. Furthermore, we show the SLP regression onto the NAO 2-box
index between models and reanalysis (Fig. S2), and for each model at PI
control for DJF (Fig. S3) and JJA (Fig. S4).

To quantify the response of the NAO to CO2 forcings, we utilize our
own model runs with CESM1-LE and GISS-E2.1-G which have been pre-
viously documented55–57, and the GFDL-FLORmodel58. In addition, we use
46CMIP6models, and 12models from the LongRunMIP archive59. In total,
we use 61 models, listed in Table S1.

We utilize abrupt 2 × CO2, 4 × CO2, and 8 × CO2 from a PI control
runs. These abrupt-CO2 runs are usually run for 150 years (except the
LongRunMIP models). To allow time for the system to adjust, we analyze
years 51 to 150, and compare that to 150 years of the preindustrial control
run. Note that not all experiments are available for all models; this is also
shown in Table S1.

We define extreme events at PI control as events occurring once per
decade and calculate the change at 4 × CO2 in Fig. 5. In the multi-model
means at PI control, the NAO- events that occur once a decade appear at
1.99σ and 1.95σ in DJF and JJA, respectively. Similarly for the NAO+, the
extreme events events are at 1.68σ and 1.62σ inDJF and JJA, respectively.We
do the same for the 4 × CO2 run, using μ and σ from the PI control run, and
then take the difference between both to find the total response at 4 × CO2

(gray in Fig. 5). To attribute the total response at 4 ×CO2 to changes in μ (red
in Fig. 5), we compute the extreme NAO+ and NAO- events with using μ
from piControl and μ from 4 × CO2 and take the difference, which
approximates howmuch of the change inNAO+ andNAO- events is due to
the change in themeanNAOstate.Then, to attribute the total responsedue to
σ (blue in Fig. 5), we compute the extreme NAO+ and NAO- events with
using σ from piControl and σ from 4 × CO2 and take the difference, which
again approximates howmuch of the total change of NAO extreme events is
due to the change in NAO standard deviation. If the distribution of NAO
events was Gaussian (with the third moment – skewness – and higher
moments equal zero), then the change in μ and σ (red and blue in Fig. 5)
would have summed to the total change (gray in Fig. 5). However, the
distribution is not perfectly Gaussian, so we have a residual (green in Fig. 5)
which is computedasdifference between totalΔ and the sumofdue toΔμ and
Δσ. This residual represents the contribution from the third (skewness) and
higher order moments of the distribution to the change in extreme events.

In Fig. S5, we repeat the calculations for extremeNAOevents shown in
Fig. 5 but instead define extreme events as those exceeding 1.5σ.

Open Research Section
The CESM1-LE model data can be obtained at https://doi.org/10.5281/
zenodo.5725084 and GISS-E2.1-G model data at https://doi.org/10.5281/
zenodo.3901624. ERA5 reanalysis data are available fromhttps://doi.org/10.
24381/cds.f17050d7.

Data availability
The experiments from CESM1-LE and GISS-E2.1-G were previously
analyzed55–57,60 and can be obtained at https://doi.org/10.5281/zenodo.
5725084 and https://doi.org/10.5281/zenodo.3901624, respectively.
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