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Abstract
Asymmetric and Non-monotonic Response of the Climate System to

Idealized CO2 Forcing
Ivan Mitevski

In this thesis, I explore the climate system’s response to symmetric abrupt and transient

CO2 forcing across a range of concentrations, from 1/8× to 8×CO2, relative to pre-industrial

levels. I use two CMIP6 class models: the CESM Large Ensemble (CESM-LE) model config-

uration and the NASA Goddard Institute for Space Studies Model E2.1-G (GISS-E2.1-G).

I use a hierarchy of (1) fully coupled atmosphere-ocean-sea-ice-land, (2) slab ocean, and (3)

prescribed sea surface temperature simulations to analyze and support the findings.

First, I find an asymmetric response in global mean surface air temperature (∆Ts) and

effective climate sensitivity (EffCS) between colder and warmer experiments. The ∆Ts re-

sponse at 8×CO2 is more than a third larger than the corresponding cooling at 1/8×CO2. I

attribute this assymetry primarily due to the non-logarithmic CO2 forcing, not to changes

in the radiative feedbacks.

Second, I identify a non-monotonic response of EffCS in the warmer scenarios, with a

minimum occurring at 4×CO2 (3×CO2) in CESM-LE (GISS-E2.1-G). This minimum in the

warming simulations is associated with a non-monotonicity in the radiative feedback. Sim-

ilar non-monotonic responses in Northern Hemisphere sea-ice, precipitation, the latitude of

zero precipitation-minus-evaporation, and the strength of the Hadley cell are also identified.

Comparing the climate response over the same CO2 range between fully coupled and slab-



ocean versions of the same models, I demonstrate that the climate system’s non-monotonic

response is linked to changes in ocean dynamics, associated with a collapse of the Atlantic

Meridional Overturning Circulation (AMOC).

Third, to establish the significance of North Atlantic cooling in driving the non-monotonic

changes in the radiative feedback, I conducted additional atmosphere-only (AMIP) simula-

tions using the same models but with prescribed sea surface temperatures (SSTs) restricted

to different regions. Through these simulations, I uncovered that the minimum EffCS value,

characterized by notably negative radiative feedbacks, primarily originates from relative cool-

ing of the sea surface temperature (SST) in the tropical and subtropical North Atlantic. This

cooling of SSTs contributes to an increase in low-level cloud content in the eastern region

of the North Atlantic, subsequently leading to a pronounced negative (stabilizing) feedback

response.

Furthermore, I investigated the state dependence of the effective radiative forcing (ERF)

from 1/16× to 16×CO2. I found that ERF increases with CO2 concentration due to the

increase in Instantaneous Radiative Forcing (IRF). Specifically, the IRF increases at higher

CO2 values primarily due to stronger stratospheric cooling induced by CO2 forcing. On the

other hand, the radiative adjustments counteract the IRF increase, causing the ERF to rise

at a slower pace compared to the corresponding increase in IRF induced by higher CO2

concentrations.

Lastly, I studied the winter storm tracks in the Southern Hemisphere, focusing on exper-

iments up to 8×CO2. Through this analysis, I identified a non-linear response in the low

latitude storm tracks. It is projected that the storm tracks will experience an intensification

by the end of the century. However, my findings reveal that this intensification does not scale

linearly with CO2 forcing. In fact, the storm tracks shift poleward, including a reduction of

the storm tracks at low-mid latitudes and intensification at mid-high latitudes.
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Chapter 1: Introduction and Background

To investigate how the climate system responds to changing greenhouse gas concentra-

tions, particularly CO2, we conduct experiments by altering the CO2 concentrations from

the pre-industrial state (year 1850). In order to increase the signal to noise ratio, we make

experiments with higher changes in CO2 concentrations to reduce the influence of internal

variability. We frequently employ abrupt changes in CO2 levels, such as 2× or 4×CO2, to

examine the response of the climate system.

Considering the transient nature of our present day climate, where CO2 concentrations

are increasing annually, and currently about 1.5× the pre-industrial levels, it is crucial to

examine how the climate system evolves under realistic scenarios. Therefore, we use fu-

ture emissions scenarios such as the Shared Socioeconomic Pathways (SSP), Representative

Concentration Pathways (RCP), and a scenario where CO2 concentration increases by 1%

annually (1pctCO2) until 4×CO2 levels are reached. Although these transient experiments

do not reach quasi-equilibrium, they provide valuable insights.

When studying the quasi-equilibrium response to lower CO2 levels, such as 2×CO2, many

studies (e.g., Zelinka et al. 2020) rely on scaling down the response observed in 4×CO2

experiments. This scaling assumes linearity in the response to CO2 perturbations. In light

of these considerations, the main objective of this thesis is to conduct a comprehensive

analysis of the assumption of linearity in CO2 perturbations. This analysis will cover a wide

range of CO2 perturbations, including increases up to 8×CO2 and decreases to 1/8×CO2.

The equilibrium climate sensitivity (ECS) is a fundamental parameter in climate science,

representing the global mean surface air warming in the equilibrium state following a dou-

bling of CO2 concentrations from pre-industrial levels. Despite representing an equilibrated

response of the system, ECS still explains most of the spread in the 21st century projec-
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tions (Sherwood et al. 2020). Hence, ECS plays a key role in climate assessments, informing

economic and policy evaluations of future global warming.

However, due to the inherent complexity of the climate system, ECS has been histori-

cally characterized by significant uncertainty, as seen in the wide range of estimates across

Intergovernmental Panel on Climate Change (IPCC) reports, ranging from 1.9-5.2K in the

first report to 1.5-4.5K in the fifth report (Knutti and Hegerl 2008; Knutti et al. 2017; Tian

2015). The latest estimates from the Coupled Model Intercomparison Project 6 (CMIP6)

further expand this range from 1.8-5.6K (Zelinka et al. 2020). Recently, advancements have

been made in constraining ECS through a comprehensive analysis that integrates multiple

lines of evidence from historical and paleoclimate records using a Bayesian framework, as

demonstrated in a World Climate Research Programme (WCRP) report (Sherwood et al.

2020). This analysis narrowed the ECS range to 2.6-3.9K, providing a tighter constraint.

Building upon this progress, the sixth IPCC assessment report (Forster et al. 2021) estimated

the ECS range to be within 2.5-4K. While significant strides have been made in reducing

the uncertainty surrounding ECS, further refinement of the estimate remains challenging.

ECS can be determined through experiments with Earth System Models, where the

system is perturbed with CO2 forcing starting from a pre-industrial state. The Earth’s

energy balance in response to an abrupt CO2 forcing can be described by the equation:

∆R = F + λ∆T (1.1)

Here, ∆R represents the top-of-atmosphere (TOA) radiative imbalance caused by the change

in CO2 concentrations, F is the radiative forcing induced by this change, ∆T is the surface

temperature response, and λ represents the total feedback parameter. In the case of ECS,

when ∆R approaches zero, the corresponding ∆T represents the equilibrium temperature

response and equals ECS. However, in practice, it is often challenging to reach complete

equilibrium in model simulations, except when running the model for thousands of years
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(Rugenstein et al. 2019), necessitating the use of linear regression techniques to approximate

ECS through Effective Climate Sensitivity (EffCS). By performing a linear regression anal-

ysis (Gregory et al. 2004) of ∆R versus ∆T using annual mean values, the total radiative

feedbacks (λ, slope) and the EffCS (represented by the x-intercept of the regression, where

∆R equals zero) can be calculated. The response of ∆R to changes in ∆T exhibits linearity

with a slope of λ and the radiative forcing F as the y-intercept. Thus, the effective climate

sensitivity can be approximated as EffCS = −F/λ.

An alternative approach to estimating ECS or EffCS involves using observational con-

straints based on reconstructions of past climates. We can make inferences about ECS by

analyzing temperature and CO2 concentrations derived from paleoclimate records. One par-

ticularly valuable period for studying EffCS is the Last Glacial Maximum (LGM), which

occurred approximately twenty-one thousand years ago. During this period, the Earth ex-

perienced significantly colder conditions compared to the pre-industrial era (Tierney et al.

2020). The LGM is of great interest due to its quasi-equilibrium state, substantial cli-

mate forcings, and relatively well-constrained surface temperature reconstructions (Zhu and

Poulsen 2021).

When using estimates derived from paleoclimate data, it is essential to consider how feed-

back mechanisms in past climate states may differ from those in the modern era. The state

dependence of the feedbacks poses a challenge in constraining the EffCS using paleoclimate

information. Hence, an important question arises regarding the symmetry of the climate

system’s response to warming (due to increasing CO2) and cooling (due to decreasing CO2)

and the need to account for the CO2 dependence when calculating feedbacks and radiative

forcing. Addressing this question is the primary focus of Chapter 2.

EffCS is typically estimated using 150-year abrupt 4×CO2 simulations in Earth System

Models, assuming a constant value for each CO2 doubling. This assumption is based on the

logarithmic relationship between radiative forcing and CO2 concentration, where the forcing

at 2×CO2 is double that at 4×CO2. Another assumption is that the slope λ of the linear
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Figure 1.1: CO2 concentration compared to pre-industrial (PI) value in various socioeco-
nomic pathways. Data was taken from Meinshausen et al. 2020.

regression remains unchanged at higher CO2 values. As a result, EffCS can be approximated

at 2×CO2 by dividing the EffCS estimated from 4×CO2 by two, serving as an approximation

for ECS.

However, previous modeling (Bloch-Johnson et al. 2021a; Mauritsen et al. 2019; Meraner

et al. 2013; Sherwood et al. 2020; Zhu and Poulsen 2020) and paleoclimate studies (Anag-

nostou et al. 2020; Anagnostou et al. 2016; Farnsworth et al. 2019; Friedrich et al. 2016;

Shaffer et al. 2016; Zhu et al. 2019) have shown that EffCS may not exhibit a constant

behavior with successive CO2 doublings. These studies have revealed an increasing trend

in EffCS at higher CO2 values, primarily driven by the nonlinear temperature dependence

of the radiative feedbacks (λ), known as the state-dependence of feedbacks (Andrews et al.

2015; Bloch-Johnson et al. 2021a; Sherwood et al. 2015), with minor contributions from the

nonlinear CO2 dependence of radiative forcing (Byrne and Goldblatt 2014; Etminan et al.

2016). It is noteworthy that previous investigations of state dependence have focused on spe-

cific CO2-doubling scenarios (2×, 4×, 8×CO2) (Good et al. 2016; Rugenstein et al. 2019).

The highest emission scenario (SSP5-8.5) outlined in the Shared Socioeconomic Pathways

projects a transient increase in greenhouse gas forcing (see Fig. 1.1), reaching up to 8×CO2

by 2250, encompassing intermediate CO2 concentrations of 2×, 3×, 4×, 5×, 6×, 7×CO2,
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and 8×CO2 (Meinshausen et al. 2020). Hence, there is a need to investigate how EffCS and

feedbacks respond to the increasing range of CO2 concentrations, including the intermediate

steps. Chapter 3 of this study is dedicated to addressing the question of whether EffCS and

feedbacks remain constant as CO2 concentrations increase.

In an abrupt-CO2 forcing scenario, the relationship between ∆R and ∆T is not always

linear in Earth System Models. In some cases, a linear approximation based on the term

λ∆T is insufficient. It becomes necessary to consider higher-order terms such as ∆T 2 or

analyze different time intervals (time evolution of λ) within the simulation (Andrews et al.

2022; Andrews et al. 2015; Dong et al. 2019; Sherwood et al. 2020; Zhou et al. 2016).

The time evolution of the feedback parameter λ has been linked to sea-surface temperature

(SST) patterns, with a particular focus on their temporal changes (Andrews et al. 2022;

Andrews et al. 2015; Dong et al. 2019; Sherwood et al. 2020; Zhou et al. 2016). For instance,

estimates of EffCS derived from historical energy budget constraints tend to be lower than

those obtained from long-term warming under CO2 quadrupling, primarily due to differences

in the cooling patterns observed in the Eastern tropical Pacific SSTs compared to model

simulations (Andrews et al. 2022; Andrews et al. 2018; Bloch-Johnson et al. 2023; Dong

et al. 2019; Gregory et al. 2020; Zhang et al. 2023; Zhou et al. 2016; Zhou et al. 2017). This

discrepancy, known as the “pattern effect,” has been investigated using a Green’s function

approach to identify the SST areas that have a more significant influence on the global

feedback parameter λ (Dong et al. 2019; Zhang et al. 2023; Zhou et al. 2017). The analysis

has revealed that tropical convective regions predominantly impact global feedback, while

North Atlantic SSTs exhibit less sensitivity.

Moreover, the North Atlantic cooling pattern, known as the North Atlantic Warming

Hole (NAWH), has been documented in historical records and model simulations (Chemke

et al. 2020). This pattern is projected to persist under future greenhouse gas scenarios

(Chemke et al. 2020; Gervais et al. 2018; Keil et al. 2020; Liu et al. 2020; Menary and Wood

2018; Ren and Liu 2021). Previous work (Lin et al. 2019) has indicated that the cooling
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of sea-surface temperatures (SSTs) in the North Atlantic, relative to the tropical mean,

associated with the formation of NAWH leads to a more negative feedback parameter (λ)

and as a result lowers the estimate of equilibrium climate sensitivity (EffCS). Nevertheless,

the specific contribution of this North Atlantic SST cooling pattern to the global feedback

parameter λ has yet to be quantified.

Chapter 4 of this thesis evaluates the significance of the North Atlantic Warming Hole in

determining the global feedback parameter λ. Unlike previous studies that primarily focused

on examining the importance of the North Atlantic cooling pattern on the temporal evolution

of λ at a single CO2 concentration (Andrews et al. 2022; Andrews and Webb 2018; Dong

et al. 2019; Lin et al. 2019; Zhou et al. 2016), this chapter expands the analysis to encompass

multiple CO2 levels. It also explores the changing significance of the pattern effect under

increasing CO2 concentrations.

Moreover, existing research has predominantly concentrated on the variations of EffCS

and feedbacks in response to changes in global-mean temperatures under different CO2 forc-

ings (Bloch-Johnson et al. 2021a; Caballero and Huber 2013; Meraner et al. 2013), with

limited consideration given to the response of spatial patterns of feedback and local surface

warming to varying CO2 forcings. Therefore, there exists a crucial need to investigate how

the spatial distribution of feedbacks and the corresponding patterns of local surface warming

respond to different CO2 forcings, thus facilitating a more comprehensive understanding of

the behavior of the climate system (Bloch-Johnson et al. 2021a; Caballero and Huber 2013;

Meraner et al. 2013). Chapter 4 of this thesis also provides insights into this aspect.

Our current focus on studying the state dependence of EffCS has primarily revolved

around the feedback component represented by λ. However, previous research (Colman

and McAvaney 2009; Hansen et al. 2005) investigating EffCS across a broader range of

CO2 forcings has observed increased effective radiative forcing (ERF) with increasing CO2

concentrations. Within the energy balance framework used to estimate EffCS, ERF is the

most convenient definition of radiative forcing (Forster et al. 2016). The ERF associated
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with CO2 is typically divided into the instantaneous radiative forcing (IRF) attributable

solely to CO2 and the radiative adjustments resulting from rapid changes in atmospheric

variables following the introduction of CO2 (e.g., atmospheric temperature profile and water

vapor before there is significant change in the ocean).

While much attention has been given to the state dependence of the IRF (He et al.

2022; Jeevanjee et al. 2021; Pincus et al. 2020), the state dependence of the adjustments

has received less attention. Previous studies have primarily emphasized the IRF due to its

better understanding and substantial contribution (accounting for approximately two-thirds)

to the ERF. Additionally, the IRF is the primary driver of the adjustments. However, the

ERF, which encompasses both the IRF and adjustments, is widely regarded as the most

comprehensive measure of radiative forcing (Forster et al. 2016; Ramaswamy et al. 2018;

Sherwood et al. 2015), given its significant impact on the surface climate (Hansen et al.

2005; Richardson et al. 2019). Therefore, this raises an important question regarding the

contribution of the state dependence of ERF to the state dependence of EffCS and the

underlying mechanisms driving this relationship. In Chapter 5, we address this question

by examining both the IRF and adjustments and explain the mechanisms behind the state

dependence of ERF.

Previous studies have explored the linearity of different aspects of the climate system,

such as the hydrological cycle and the strength of the Hadley Cell, in idealized global cir-

culation models (Levine and Schneider 2011; O’Gorman and Schneider 2008a; O’Gorman

and Schneider 2008b). These studies have found a non-monotonic response of large-scale

global mean precipitation with increasing surface temperature. Additionally, idealized stud-

ies have suggested that the strength of the Hadley Cell attains a maximum value under

present-day climate conditions when compared to both warmer and colder climates (Levine

and Schneider 2011; O’Gorman and Schneider 2008a). Comprehensive climate models have

also demonstrated a monotonic widening of the tropical width in response to CO2-induced

warming (Chemke and Polvani 2019; Grise et al. 2019). Despite this, whether this widening
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trend remains linear across a wide range of CO2 forcings in fully coupled earth system models

remains uncertain. Hence, in Chapter 3, I investigate the linearity of global precipitation, the

Hadley Cell’s strength, the tropics’ width, and sea ice response to abrupt CO2 experiments

up to 8×CO2.

Previous studies in idealized settings have also highlighted the non-monotonic behav-

ior of storm tracks in response to global mean warming (O’Gorman and Schneider 2008a).

Specifically, these investigations have shown that the Eddy Kinetic Energy (EKE) of the

atmosphere, a measure used to characterize storm tracks, reaches a maximum at current

surface temperatures and decreases under both warmer and colder surface temperature con-

ditions. Given the possibility of non-monotonic variations in EKE in a substantially warmer

climate and the projected high CO2 levels in the future (Fig. 1.1), it is crucial to systemat-

ically examine the response of storm tracks at intermediate CO2 forcing levels using more

realistic Earth system model simulations. This undertaking holds significant importance as

understanding and predicting the response of storm tracks in future warming scenarios be-

yond the 21st century is essential for the development of effective adaptation and mitigation

strategies, particularly in the case of a non-monotonic response, as suggested by idealized

studies. Hence, Chapter 6 of this thesis explores storm tracks.
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Chapter 2: Asymmetric Warming/Cooling Response to CO2

Increase/Decrease Mainly Due to Non-Logarithmic Forcing, not

Feedbacks

Note: This chapter has been published in very near its present form as “Asymmet-

ric Warming/Cooling Response to CO2 Increase/Decrease Mainly Due to Non-Logarithmic

Forcing, not Feedbacks” in Mitevski et al. 2022.

Abstract

We explore the CO2 dependence of effective climate sensitivity (SG) with symmetric

abrupt and transient CO2 forcing, spanning the range 1/8×, 1/4×, 1/2×, 2×, 4×, and 8×CO2,

using two state-of-the-art fully coupled atmosphere-ocean-sea-ice-land models. In both mod-

els, under abrupt CO2 forcing, we find an asymmetric response in surface temperature and

SG. The surface global warming at 8×CO2 is more than one third larger than the cor-

responding cooling at 1/8×CO2, and SG is CO2 dependent, increasing non-monotonically

from 1/8×CO2 to 8×CO2. We find similar CO2 dependence in the transient runs, forced

with −1%yr−1CO2 and +1%yr−1CO2 up to 1/8×CO2 and 8×CO2, respectively. The non-

logarithmic effective radiative forcing – not the changing feedbacks – primarily explains the

dependence of SG on CO2, particularly at low CO2 levels. The changing feedbacks, however,

explain SG’s non-monotonic behavior.

2.1 Introduction

Equilibrium climate sensitivity (ECS) is the global mean surface temperature change

after the doubling of CO2 concentrations from pre-industrial (PI) levels and restoration of
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equilibrium. ECS is perhaps the most important metric in climate science, and it has been

extensively investigated in the literature (Sherwood et al. 2020). An important question is

whether the amount of warming for each CO2 doubling (which we refer to as the effective

climate sensitivity, SG) is constant or not (i.e., whether it is CO2 dependent). Sufficient

conditions for a constant SG are 1) that the radiative forcing of the climate system for each

CO2 doubling is constant and 2) that the net radiative feedback does not change with CO2

levels. This question has been investigated in many modeling studies (Bloch-Johnson et al.

2021b; Mauritsen et al. 2019; Meraner et al. 2013; Sherwood et al. 2020), which have reported

that SG is indeed CO2 dependent. Most of these studies find that SG increases at higher

CO2 levels and that the change in feedbacks, not the change in CO2 radiative forcing, is the

primary driver of SG CO2 dependence.

An alternative approach to using climate models to investigate the dependency of SG on

CO2 is to seek observational constraints from reconstructions of past climates. In particu-

lar, most studies conclude that SG inferred from paleoclimate records does depend on CO2

(Anagnostou et al. 2020; Anagnostou et al. 2016; Caballero and Huber 2013; Farnsworth

et al. 2019; Friedrich et al. 2016; Shaffer et al. 2016; Zhu et al. 2019), although a few studies

disagree (e.g., Martínez-Botí et al. 2015a). An ideal period to study the SG from past climate

is the Last Glacial Maximum (LGM), approximately 21 kyr ago, when the Earth was roughly

6K colder than PI conditions (Tierney et al. 2020). The LGM period is of particular inter-

est because the climate system was in a quasi-equilibrium state, the climate forcings were

large, and the surface temperature reconstructions are relatively well-constrained (Zhu and

Poulsen 2021). However, when considering the LGM and other periods in Earth’s past, one

needs to account for how the feedbacks in those past climate states differ from the feedbacks

operating in the modern state: hence the challenge in using paleoclimate-based estimates to

constrain SG.

While modeling and paleoclimatic evidence suggest that SG depends on CO2, a systematic

exploration of the symmetry over a wide range of CO2 forcing has yet to be performed. The
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question thus remains: is the climate system response symmetric across a broad range of

positive (warm) and negative (cold) CO2 forcings? The question of symmetry was examined

recently by Chalmers et al. 2022, who compared 1/2× and 2×CO2 simulations performed with

the CESM1-CAM5 model, and found that global surface temperatures warm 20% more than

they cool. Roughly 50% of this asymmetry was shown to derive from an asymmetry in CO2

radiative forcing; the rest was associated with differences in feedbacks which, interestingly,

were found not to be related to clouds. Whether this result holds over a broader range of

CO2 forcing, and whether it is model dependent remains an open question.

We here address these questions using a much broader range of both abrupt and transient

CO2 forcings, and do so with two different climate models. Specifically, CO2 is varied from

1/8× to 8×PI values, to test the CO2 symmetry of the climate system response to comparable

increased and decreased CO2. While we are not the first ones to perform such symmetric

CO2 runs (Chalmers et al. 2022; Colman and McAvaney 2009; Hansen et al. 2005; Russell

et al. 2013), here we explore 1) a larger CO2 range than previously considered, 2) we do so

using two different fully coupled climate models and, most importantly, 3) we perform the

experiments with both abrupt and transient CO2 runs.

Overall we confirm the asymmetric response in surface temperature: the climate system

warms more with consecutive CO2 doublings (2×, 4×, and 8×CO2) than it cools with

consecutive CO2 halvings (1/2×, 1/4×, and 1/8×CO2). This asymmetry is also reflected in SG,

which increases at higher CO2 concentrations, consistent with previous studies. Surprisingly,

we find that the non-logarithmic dependence of CO2 radiative forcing (i.e., the fact that CO2

radiative forcing increases more rapidly than the log of the CO2 concentration) is primarily

responsible for this asymmetric response, and not the changes in radiative feedbacks.
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2.2 Methods

2.2.1 Models Used

We use two fully coupled atmosphere-ocean-sea-ice-land models: the large ensemble ver-

sion of the Community Earth System Model (CESM-LE) and the NASA Goddard Institute

for Space Studies Model E2.1-G (GISS-E2.1-G). CESM-LE comprises the Community At-

mosphere Model version 5 (CAM5, 30 vertical levels), and parallel ocean program version 2

(POP2, 60 vertical levels) with approximately 1◦ horizontal resolution in all model compo-

nents (Kay et al. 2015). GISS-E2.1-G is a 40-level atmospheric model with a resolution of

2◦ × 2.5◦ latitude/longitude, coupled to a 1◦ horizontal resolution 40-level GISS Ocean v1

(GO1) (Kelley et al. 2020). This configuration of the GISS model contributed to the CMIP6

project under the label “GISS-E2-1-G”. We show CESM-LE results in the main text, and

some GISS-E2.1-G results in Appendix A to corroborate CESM-LE findings.

2.2.2 Abrupt n×CO2 Experiments

We perform a series of abrupt CO2 forcing runs using both models, subject to 1/8×,

1/4×, 1/2×, 2×, 4×, and 8×CO2 forcings, with all other trace gases, ozone concentrations,

aerosols, and other forcings fixed at PI values. Following CMIP6 protocol for 4×CO2 runs,

we integrate all runs to 150 years starting from PI conditions. We contrast these to a PI

control run to calculate the response.

For each model, we estimate the effective radiative forcing (ERF) with a companion series

of CO2 experiments, as per Forster et al. 2016, with prescribed PI sea surface temperatures

(SSTs) and sea-ice concentrations (SICs). These experiments are 30-year-long. We calculate

ERF as the difference between the global mean net top of the atmosphere (TOA) flux between

PI and n×CO2 in these prescribed SSTs and SICs experiments. We do not here adjust for

land warming simply because, in our ERF calculations, the surface temperature response in

the fixed SSTs and SICs simulations is minimal (Smith et al. 2020b), but we have verified
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that the adjustment does not change our results (see Figure A.3).

2.2.3 Transient Experiments

In addition to the abrupt CO2 runs, we also perform transient CO2 runs with the CESM-

LE model. We start from PI conditions (same as in the abrupt CO2 forcing), and we

increase CO2 at +1%yr−1 for the “warm” case for 215 years (slightly above 8×CO2) and

-1%yr−1 for the “cold” case for 215 years (slightly below 1/8×CO2). We estimate transient

effective radiative forcing as in the abrupt experiments, by running companion simulations

with specified SSTs and SICs set to PI values (Forster et al. 2016), while ramping up CO2

at rates of +1%yr−1 and -1%yr−1. We contrast all variables to PI values to compute the

response.

2.2.4 Climate Sensitivity & Feedbacks

We define effective climate sensitivity SG as the x-intercept of the Gregory regression

(Gregory et al. 2004) for each abrupt n × CO2 run using the following equation:

SG =
∣∣∣∣∣ Fy−int(n × CO2)
λ(n × CO2) · log2 n

∣∣∣∣∣ (2.1)

We find the radiative forcing Fy−int as the y-intercept and the net feedback parameter λ

as the slope from the Gregory regression (see Figure A.1) where we regress the net TOA

radiative imbalance against the global mean surface temperature response for years 1-150.

In order to compare SG for different CO2 doubling / halving, we divide by log2 n (assuming

a logarithmic CO2 forcing) and take the absolute value in Equation 2.1. Note that our

definition of the effective climate sensitivity SG is a generalization of the more common

definition of effective climate sensitivity (which is typically defined as per Equation 2.1 but

with n = 2). To check for the posibility that λ and SG may be strongly affected by the

“pattern effect”, we have repeated the calculations by regressing years 21-150 only, and our
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main results were not changed.

To calculate the individual feedbacks λi, we use radiative kernels (Kx) from both Pender-

grass et al. 2018 and Huang et al. 2017 to quantify the sensitivity of TOA radiation imbalance

(∆R) to changes in surface and atmospheric temperature (T ), water vapor (q), and surface

albedo (α) (Shell et al. 2008; Soden et al. 2008). For each year of the 150-year experiment, we

multiply the spatially-resolved kernels by the climate field anomalies (Rx = Kx ·∆x, where x

is T, q, α), and then vertically integrate (for atmospheric temperature and water vapor) up to

the tropopause. We define the tropopause as 100 hPa at the equator, 300 hPa at the poles,

and in between, it varies by the cosine of the latitude (Soden and Held 2006). Lastly, we

regress these quantities on the surface temperature response to find the radiative feedbacks

as the regression slope. The cloud feedbacks are computed via the residual method (Soden

and Held 2006) as follows. First, we subtract effective radiative forcing and the temperature,

water vapor, and surface albedo radiative fluxes from the TOA net radiative flux, resulting

in ∆Rcloud = ∆R − ERF −∑∆Rx. Then, we regress ∆Rcloud onto ∆Ts anomalies and define

the corresponding slope as the cloud feedback. Lastly, we find shortwave (SW) and longwave

(LW) components of the cloud feedback by considering the radiative changes in LW and SW

components separately.

In the transient runs, we estimate the net feedback parameter λtr following Rugenstein

and Armour 2021 (see λeff1pct in their Figure 1d) with the expression:

λtr = −ERF(t) − ∆R(t)
∆Ts(t)

(2.2)

∆R(t) is the net TOA radiative imbalance, and ∆Ts(t) is the global mean surface temperature

response in the transient runs at year t. ∆R(t) and ∆Ts(t) are 30-year moving averages of

the respective terms. Note that we use different definitions for the feedback parameter in

the abrupt and transient simulations.
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2.3 Results

2.3.1 Abrupt CO2 Experiments

We start by examining the global mean surface temperature response (|∆Ts|) timeseries

for the abrupt CO2 runs (Figure 2.1). We contrast – in panels a, b, and c – the timeseries

of each corresponding “warm” (2×, 4×, and 8×CO2) and “cold” simulation (1/2×, 1/4×,

and 1/8×CO2) by taking the absolute value of the response from PI: note that the |∆Ts|

in the “warm” case is always stronger than the “cold” case. In particular, we find 20%

more warming at 2× than cooling at 1/2×CO2 (Figure 2.1a), 15% more at 4× than 1/4×CO2

(Figure 2.1b), and 41% more at 8× than 1/8×CO2 (Figure 2.1c). The asymmetry in |∆Ts| is

amplified at higher CO2 forcing, and largest in the 1/8×CO2 vs. 8×CO2 case (Figure 2.1c).

The asymmetry is reduced at 4×CO2 vs. 1/4×CO2 due to changes in ocean heat transport

which result in a formation of the North Atlantic Warming Hole in this model at 4×CO2

(see more details in Mitevski et al. 2021).

To quantify the timescale of the asymmetry in |∆Ts| between “warm” and “cold” cases,

we define the asymmetry between “warm” and “cold” cases as

∆aX = |∆X(warm)| − |∆X(cold)| (2.3)

where X is any climate variable (e.g., Ts), and subscript a refers to “asymmetry” (Fig-

ure 2.1d). In particular, we find that the asymmetry emerges rapidly in the first ten years

(e.g., 90% at 8×CO2). Relative to the (slower) response associated with SST-driven feed-

backs, the asymmetry appears quickly, suggesting that it might be due to radiative changes.

Next, we calculate effective climate sensitivity SG from the Gregory regression (Equa-

tion 2.1), and plot it as percentage change from 2×CO2 (black line, Figure 2.2a). SG is CO2

dependent and increases with CO2 concentration: at 1/8×CO2, it is more than 20% lower

than 2×CO2 values, and at 8×CO2, it is around 5% higher than at 2×CO2. CO2 dependent
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SG is possible if either the effective radiative forcing (ERF) or the net feedback parameter (λ)

change with CO2. To individually test the relative importance of ERF and λ, we calculate

the climate sensitivity in two different ways.

First, to examine the dependence of climate sensitivity on ERF, we calculate climate

sensitivity as SF using the expression:

SF =
∣∣∣∣∣ ERF(n × CO2)
λ(2 × CO2) · log2 n

∣∣∣∣∣ (2.4)

where ERF is derived from the n×CO2 fixed SSTs and SICs runs, and λ (slope from Gregory

Regression) is held constant at the 2×CO2 value. As seen in Figure 2.2a, we find that SF

(blue line) changes in tandem with SG (black line), which reinforces the fact that changes in

ERF explain the changes in SG.

Second, to assess whether changes in feedback strength also contribute to SG, we calculate

climate sensitivity as Sλ:

Sλ =
∣∣∣∣∣ERF(2 × CO2)

λ(n × CO2)

∣∣∣∣∣ (2.5)

where λ is calculated at each n×CO2 and ERF is held constant at 2×CO2 value. As seen in

Figure 2.2a, Sλ (red) changes in the opposite direction than SG (black) for CO2 values lower

than 2×CO2. This suggests that changes in λ are not the main driver of the SG dependence

on CO2. However, it is important to note that for CO2 values higher than 2×CO2, we

find λ non-monotonically increasing to 8×CO2, which can be linked to the corresponding

non-monotonic behavior of SG. We find qualitatively similar results using the GISS-E2.1-G

model (Figure A.2a), confirming that ERF is the primary driver of the dependence of SG on

CO2.

Next, we correlate SG with 1/λ (Figure 2.2c) and ERF (Figure 2.2d) across all abrupt

CO2 experiments from 1/8× to 8×CO2 to examine whether feedbacks or forcing better corre-

late with changes in SG. Overall, we find little correlation between SG and 1/λ (r=-0.44) and

a very strong correlation between SG and ERF (r=0.91). Similarly, a high correlation be-
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tween SG and ERF is found in the GISS-E2.1-G model (Figure A.2d). This strengthens our

conclusions from Figure 2.2a that the changes in ERF are driving the SG increase. However,

if one considers warm cases, one sees a strong correlation between SG and 1/λ, as indicated

earlier. This is in agreement with previous studies (Bloch-Johnson et al. 2021b; Meraner

et al. 2013), which reported that feedback changes are important for the dependence of SG

on CO2. However, over a broad range of CO2 forcing, including colder climates, that is not

the case: changes in ERF are more important than feedback changes.

Given the aforementioned importance of ERF in driving the changes in SG, we next look

in more detail at ERF, calculated from fixed SSTs and SICs runs, following Forster et al.

2016, from 1/8× to 8×CO2 (dark blue bars, Figure 2.2b). If ERF were scaled simply with

the logarithm of CO2 concentration, then the dark blue bars would be identical for all CO2

values. However, we see that ERF grows more than logarithmically with CO2. We find a

similar but weaker non-logarithmic behavior in the instantaneous radiative forcing (IRF)

reported in Byrne and Goldblatt 2014, which we obtain by linearly interpolating their line-

by-line radiative calculations (SI file “text03.txt” in Byrne and Goldblatt 2014) and plot with

light blue bars in Figure 2.2b. We also compare our ERF calculations with the proposed

stratospherically adjusted radiative forcing fit in Etminan et al. 2016 for the warming case

only (since it is not valid for low CO2 values), and it appears both are in agreement.

A limitation to our ERF calculation approach is that we only fix the SSTs and SICs in the

simulation, but not the land temperatures. Fixing the land temperatures has been shown

to increase ERF in warmer climates even more than when only SSTs and SICs are fixed

(Andrews et al. 2021). To account for this, we removed the land and sea-ice warming effects

in our ERF calculations, following Equation 1 in Hansen et al. 2005 as shown in Figure A.3,

and found that the correction (dashed blue lines) leads, if anything, to a stronger non-

logarithmic ERF. Hence, incorporating fixed land temperatures leads to ERF increasing

even more rapidly than the log of CO2 concentration; this strengthens our argument that

the SG dependence on CO2 is due to non-logarithmic CO2 radiative forcing.

17



Next, we perform a standard decomposition of λ into individual radiative feedbacks λi.

The summation of individual feedbacks (∑λi) is shown in Figure 2.3a (blue). ∑λi follows

closely the net feedback calculated from the Gregory regression (black). We perform the

decomposition using two radiative kernels from Pendergrass et al. 2018 and Huang et al.

2017, and we find minimal sensitivity to the choice of kernel (Figure A.4). The individ-

ual feedbacks, plotted as differences from 2×CO2 values, from the Pendergrass et al. 2018

kernels are shown in Figure 2.3b. We see a clear signal in the lapse rate feedback, which

weakens the net feedback in the “cold” case and strengthens it in the “warm” case. The

longwave cloud feedback has clear global surface temperature dependence, increasing with

CO2 monotonically for all CO2 values. However, in general, we find no clear pattern in the

changes in individual feedbacks that would sufficiently explain the overall feedbacks CO2

dependence. In addition, the changes in feedbacks in the GISS-E2.1-G model (Figure A.5)

are qualitatively different from those in the CESM-LE model (Figure 2.3). Since our models

do not agree on the changes in individual feedbacks across the CO2 range, and since we

showed that feedback changes are strongly not correlated with changes in SG (Figure 2.2c),

we do not explore further the mechanisms driving feedback changes in the individual models.

2.3.2 Transient CO2 runs

The abrupt CO2 forcing runs show that the effective climate sensitivity increases with

CO2, and that the non-logarithmic nature of the ERF is largely responsible for this behavior.

Now we seek to determine whether the same behavior is also seen in runs with transient CO2

forcing, which are much more realistic. Our transient runs are forced, starting from PI, with

CO2 concentrations increasing at the rate of 1%yr−1 and decreasing at 1%yr−1. As seen

in Figure 2.4a, the surface temperature response |∆Ts| is stronger in the warming (red)

than in the cooling (blue) case. Note that the responses computed from the last 50 years

of the abrupt simulations at the corresponding CO2 value (dots) are a good predictor of

the response in the transient runs, demonstrating that the results of the abrupt runs carry
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over to the transient runs. Together with the surface temperature, ERF also changes more

rapidly in the warming than the cooling experiments, as seen in Figure 2.4b.

Next, we explore how the transient feedbacks (λtr, see Equation 2.2) change in the “warm”

and “cold” cases (Figure 2.4c). The feedbacks timeseries are noisy at the beginning of the

simulation, but in the last thirty years, the warm case shows 10% weaker (more positive)

feedbacks compared to the cold case. The 10% difference indicates that SG in the warming

case should be higher than in the colder case. However, a robust difference in feedbacks only

appears around year 130, whereas the |∆Ts| asymmetry emerges much earlier, around year

60. This difference in the temporal evolution of the feedbacks, relative to the evolution of

the forcing and SG, adds additional strong evidence that the feedbacks are not driving the

|∆Ts| asymmetry.

Finally, as for the abrupt CO2 runs, we correlate the asymmetry in global mean surface

temperature response ∆aTs and effective radiative forcing ∆aERF (Figure 2.4d). We find

a correlation of r=0.96, suggesting that the asymmetric changes in ERF drive the |∆Ts|

asymmetry between the “cold” and “warm” cases. As we can see in Figure 2.4c, the transient

feedbacks are contributing to the |∆Ts| asymmetry at the end of the run, but their impact

is much smaller than the one from ERF.

2.4 Summary and Discussion

We have explored the effective climate sensitivity (SG) dependence on CO2 with abrupt

and transient CO2 experiments spanning the range 1/8× to 8×CO2 using two distinct CMIP-

class climate models. First, we have found a considerable asymmetry in surface temperature

response, with the climate system warming more than cooling for identical factors used to

increase and decrease the CO2 concentration, starting from a pre-industrial climate. Second,

we showed that the asymmetry is due to the non-logarithmic nature of CO2 radiative forcing,

not the feedback changes. Upon decomposing the total feedback into individual feedbacks,

we found no simple explanation relating specific feedback changes to the changes in SG across
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the 1/8× to 8×CO2 forcing range examined in this study.

Most studies to date have focused on the role of feedbacks in explaining the dependency

of SG on CO2, with relatively little attention placed on radiative forcing. Indeed, consistent

with these studies, we found that for warmer climates (> 2 × CO2), feedbacks are important

for determining the changing behavior of SG with CO2. However, by considering a broader

range of CO2 forcings, we have shown here that for cases in which CO2 concentrations are

less than PI values, non-logarithmic ERF is the primary driver of SG changes. Our goal here

has been to isolate the role of CO2 alone, and we have set all other forcings to PI values.

We have ignored the “slow” feedbacks present in cold climates (e.g., the LGM), such as the

formation of land ice sheets.

The results with our abrupt runs have been shown to be robust with two climate models

for simulations up to 150 years. One may argue that our runs are not equilibrated, and we

agree with that caveat. However, we have found that the asymmetry and the key role of

ERF are also robustly seen in the transient runs. Because of this, we expect that prolonging

the abrupt simulation for more than 150 years will yield similar results. In any case, it

will be important to repeat similar experiments with longer simulations as in LongRunMIP

(Rugenstein et al. 2019) to confirm that this asymmetry is still present at long times closer to

equilibration. Finally, our findings indicate that future studies should place more emphasis on

accurately quantifying the changes in effective radiative forcing when studying the effective

climate sensitivity dependency on CO2. The feedbacks appear unable to explain the cooling

phase.
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Figure 2.1: Timeseries of surface temperature response (|∆Ts|) for abrupt CO2 runs
with CESM-LE model. a) 2×CO2 and 1/2×CO2, b) 4×CO2 and 1/4×CO2, c) 8×CO2 and
1/8×CO2 runs, and d) surface temperature asymmetry (∆aTs) between “warm” and “cold”
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of: a) climate sensitivity as x-intercept of Gregory Regression (black, SG), as a function
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Chapter 3: Non-monotonic Response of the Climate System to

Abrupt CO2 Forcing

Note: This chapter has been published in very near its present form as “Non-monotonic

Response of the Climate System to Abrupt CO2 Forcing” in Mitevski et al. 2021.

Abstract

We explore the climate system response to abrupt CO2 forcing, spanning the range 1× to

8×CO2, with two state-of-the-art coupled atmosphere-ocean-sea-ice-land models: the NASA

Goddard Institute for Space Studies Model E2.1-G (GISS-E2.1-G) and the Community Earth

System Model (CESM-LE). We find that the effective climate sensitivity is a non-monotonic

function of CO2 in both models, reaching a minimum at 3×CO2 for GISS-E2.1-G, and 4×CO2

for CESM-LE. A similar non-monotonic response is found in Northern Hemisphere surface

temperature, sea-ice, precipitation, the latitude of zero precipitation-minus-evaporation, and

the strength of the Hadley cell. Interestingly, the Atlantic meridional overturning circula-

tion collapses when non-monotonicity appears and does not recover for larger CO2 forcings.

Analyzing the climate response over the same CO2 range with slab-ocean versions of the

same models, we demonstrate that the climate system’s non-monotonic response is linked to

ocean dynamics.

3.1 Introduction

Equilibrium Climate Sensitivity (ECS) is the global mean surface warming at equilibrium

following an instantaneous doubling of CO2 relative to pre-industrial (PI) conditions (Knutti

et al. 2017). It is among the most important metrics in climate science, and is widely used
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in economic and policy assessments of future global warming. Due to the complexity of the

climate system, however, ECS is poorly constrained and its uncertainty has not narrowed

across the reports of the Intergovernmental Panel on Climate Change (IPCC), from 1.9-5.2K

in the first to 1.5-4.5K in the fifth report (Knutti and Hegerl 2008; Knutti et al. 2017; Tian

2015). ECS estimates from the Coupled Model Intercomparison Project 6 (CMIP6) span a

still larger range of values (1.8-5.6K) (Zelinka et al. 2020). Analyzing individual feedback

processes, in addition to both historical and paleoclimate records, a recent ECS assessment

shows a 66% (17-83%) range spanning 2.6-3.9K (Sherwood et al. 2020).

Part of the difficulty in reducing ECS uncertainty is that it remains unclear to what degree

ECS is a function of CO2 concentration. Thus, while ECS estimates inferred from historical

(observed) warming are lower than the ECS estimates derived from models subjected to

abrupt CO2 forcing (Knutti et al. 2017; Marvel et al. 2018), this does not necessarily imply

that the model estimates are biased high. Comparisons of ECS derived from paleoclimate

reconstructions also produce mixed results when compared with general circulation models

(GCMs). While some paleoclimate studies indicate that climate sensitivity changes with

CO2 concentration (Friedrich et al. 2016; Shaffer et al. 2016; Stap et al. 2019), others do

not (Martínez-Botí et al. 2015b). In contrast, for the present and future climate most

GCM studies show that ECS increases with CO2 (Caballero and Huber 2013; Colman and

McAvaney 2009; Gregory et al. 2015; Jonko et al. 2013; Meraner et al. 2013). Of particular

interest here, Meraner et al. 2013 showed that effective climate sensitivity (ECSeff) increases

monotonically in warmer climates, growing from 2.79K for an abrupt 2×CO2 forcing to

10.22K for a 16×CO2 forcing. However, that result was obtained using a single slab-ocean

model, and whether it holds in the presence of a dynamically active ocean is still an open

question.

Going beyond ECS, O’Gorman and Schneider 2008b explored the hydrological cycle re-

sponse to increasing CO2 using an idealized GCM, and reported a non-monotonic response

in large-scale global mean precipitation with surface temperature. Idealized models also sug-
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gest that the Hadley cell (HC) strength responds non-monotonically to surface temperature,

reaching a maximum value near present-day climate (Levine and Schneider 2011; O’Gorman

and Schneider 2008a). Studies with comprehensive models have also found that the width of

the tropics will widen with increased warming (Chemke and Polvani 2019; Grise et al. 2019),

but the question of whether the widening is monotonic over a wide range of CO2 forcing in

a comprehensive coupled climate model remains unexplored.

Here we perform a series of abrupt CO2 model runs using the coupled atmosphere-ocean-

sea-ice-land NASA Goddard Institute for Space Studies ModelE (GISS-E2.1-G) (Kelley et al.

2020), and Community Earth System Model Large Ensemble (CESM-LE) (Kay et al. 2015),

to quantify the response of the climate system over an extensive range of CO2 forcings

(1× to 8×CO2). Extending the work of Meraner et al. 2013, we explore the fully coupled

atmosphere-ocean system (not only the slab-ocean system), and we go beyond ECSeff to

analyze the response of many other important components of the climate system, notably

sea-ice, precipitation, and the HC. As shown below, we find the response for many such

components to be not only a non-linear but a non-monotonic function of CO2 forcing in

both the GISS and CESM models.

3.2 Methods

We use fully coupled atmosphere-ocean-sea-ice-land (FOM) and the slab-ocean (SOM)

versions of GISS-E2.1-G and CESM-LE. In the FOM version of GISS-E2.1-G, a 40-level

atmospheric model with a resolution of 2◦ × 2.5◦ latitude/longitude is coupled to the 1◦

horizontal resolution 40-level GISS Ocean v1 (GO1) model: this model configuration con-

tributed to the CMIP6 project, and is denoted as “GISS-E2-1-G, r1i1p1f1”. In the SOM

version, the same atmospheric model is coupled to a mixed-layer ocean, with a prescribed

ocean heat transport (OHT) derived from an atmosphere-only PI integration constrained

with observed PI sea surface temperatures (Schmidt et al. 2006). The FOM of CESM-LE

uses the Community Earth System Model version 1 (CESM1), the Community Atmosphere
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Model version 5 (CAM5, 30 vertical levels), and parallel ocean program version 2 (POP2,

60 vertical levels) with approximately 10 horizontal resolution in all model components (Kay

et al. 2015). The SOM configuration of CESM-LE uses the same atmospheric model coupled

to a mixed-layer ocean with prescribed OHT (Bitz et al. 2012), kept constant at PI annual

and monthly values of CESM, respectively.

For the FOM versions, we perform a series of abrupt CO2 forcing runs, with 1.5× (only

GISS-E2.1-G), 2×, 3×, 4×, 5×, 6×, 7×, and 8×CO2 forcings, with all other trace gases,

ozone concentrations, and aerosols fixed at PI values. We contrast these to a PI control run.

To clarify: we are not progressively doubling CO2, as done in some other studies, but we

start each forced run from PI conditions. Following the 4×CO2 protocol for CMIP6, all of

our abrupt CO2 model runs are integrated for 150 years starting from PI conditions.

In addition to the FOM runs, we also carry out 60-year-long integrations with the SOM

version of the models for 2×, 3×, and 4×CO2 forcings, and contrast them to a 60-year-long

PI control run.

Following Forster et al. 2016, we estimate the effective radiative forcing (ERFfSST) by

performing 30-year-long integrations using prescribed pre-industrial sea surface temperatures

(SST) and sea ice. As in the FOM simulations, these are performed for 1.5× (only for GISS-

E2.1-G), 2×, 3×, 4×, 5×, 6×, 7×, and 8×CO2. The ERFfSST is then calculated as the

difference in global mean net top of the atmosphere (TOA) flux between PI and n×CO2,

and it includes the adjustments of both the stratosphere and troposphere (Sherwood et al.

2015).

Following Meraner et al. 2013, we consider the Earth’s energy balance in response to an

abrupt CO2 forcing in terms of

∆R = F + λ∆T (3.1)

where F is the radiative forcing, ∆R is the TOA radiative imbalance, ∆T is the surface tem-

perature response, and λ is the total feedback parameter. ECSeff, defined as the temperature

response when ∆R = 0, is then calculated from the simple formula ECSeff = −F/λ.
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For each run, we perform a regression analysis (Gregory et al. 2004) of ∆R vs. ∆T ,

using annual mean values, to calculate total radiative feedbacks (λ, slope) and the effective

radiative forcing (ERFreg, y-intercept). We then evaluate the effective climate sensitivity,

ECSeff = −ERFfSST,2xCO2/λ, where ERFfSST,2xCO2 is the ERFfSST estimated from the 2×CO2

fixed SST experiment.

In addition to the global mean surface temperature response, we examine the response of

precipitation, sea-ice extent, the width of the tropical belt, and the strength of the Atlantic

Meridional Overturning Circulation (AMOC, defined as the maximum between 300N to 550N

and 800m to 2000m). To quantify the tropical width, we use the edge of the dry zones, ϕP −E,

defined as the latitude where precipitation (P ) minus evaporation (E) is zero poleward of

the subtropical minimum and equatorward of 600 (see Fig. 1 in Grise and Polvani 2016).

We calculate ϕP −E using the tropical-width diagnostics (TropD) code documented in Adam

et al. 2018 by applying the “zero_crossing” method.

Finally, in all figures below we show the average over the last 50 years of the FOM

runs and of the last 30 years of the SOM runs. For all quantities of interest, the annual

mean response (denoted by ∆) is computed as the difference from the corresponding PI

control run. The linearity of various climate metrics is evaluated with respect to the ra-

diative forcing (RF) associated with each CO2 perturbation, calculated from the expression

5.35 ln(n×CO2/1×CO2) (Byrne and Goldblatt 2014) where, for each run, n is the CO2 mul-

tiple of the PI value. Note that, upon comparing this logarithmic RF value to ERFfSST and

ERFreg, we find values that are very close to ERFfSST and relatively close to ERFreg (see

Fig. B.1).

3.3 Results

Table 3.1 summarizes the Gregory regression analysis for all CO2 integrations for both

FOM and SOM configurations (the individual regression plots for each run are shown in

Fig. B.2). Feedbacks in the FOM runs (denoted λF , Table 3.1, rows 1,7) initially increase
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(i.e., become less negative) with rising CO2, but reach a minimum (maximum of |λF |) value

at 3×CO2 for GISS-E2.1-G and 4×CO2 for CESM-LE. More precisely, for GISS-E2.1-G, λF

becomes more positive from 1.5× to 2×CO2 (-1.72 to -1.62), reaches an absolute minimum

at 3×CO2 (λF = −1.86), and then monotonically increases to a value of -1.22 at 8×CO2. In

other words, ECSeff,F, which is inversely related to λF , reaches an absolute minimum (1.95)

at 3×CO2 for the FOM version of GISS-E2.1-G (Table 1, row 2). Similarly, for CESM-LE,

λF becomes more positive from 2× to 3×CO2 (-1.08 to -0.99), reaches an absolute minimum

at 4×CO2 (λF = −1.25), and then monotonically increases to a value of -0.97 at 8×CO2.

ECSeff,F also reaches reaches an absolute minimum (3.11) at 4×CO2 for the FOM run (Table

1, row 8).

In contrast to the FOM runs, the SOM integrations do not show this non-monotonicity

for either model. Rather, the feedbacks in the SOM runs (denoted λS, Table 3.1, rows

4,10) increase monotonically from 2× to 4×CO2 (the difference between 3× and 4×CO2 in

CESM-LE runs is not statistically significant). Correspondingly, ECSeff,S, does not exhibit

the minimum at 3×CO2 for GISS-E2.1-G and 4×CO2 for CESM-LE featured in the fully

coupled runs. Our SOM results confirm the findings of Meraner et al. 2013, who also reported

that ECSeff increases monotonically with CO2 concentrations using a SOM model. The

monotonic behavior of ECSeff with a SOM model clearly points to the ocean dynamics as

key to understanding the non-monotonicity.

Next, going beyond the numerical value ECS, we examine several key aspects of the

climate system response to increasing CO2. The global mean surface temperature response

∆Ts (green lines in Fig. 3.1a,b and Table 3.1, rows 3,9) is a monotonic function of RF,

although one can see an inflection in NH surface temperatures at 3×CO2 in GISS-E2.1-G

and 4×CO2 in CESM-LE. Partitioning ∆Ts into northern (red lines in Fig. 3.1a,b) and

southern (blue lines in Fig. 3.1a,b) hemispheric mean components reveals a clear cooling

in the northern hemisphere (NH) as the forcing is increased from 2× to 3×CO2 for GISS-

E2.1-G and 3× to 4×CO2 for CESM-LE model (this corresponds to the ECSeff minimum).
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Figure 3.1: Annual surface temperature response (∆Ts) as a function of radiative forc-
ing in a,b) fully coupled model (FOM) runs for the global mean (green), NH (red), and
SH (blue), and c,d) for the NH with (red) and without the North Atlantic Warming Hole
(NAWH, black) and slab-ocean (SOM) runs (purple). Panels a,c) show GISS-E2.1-G data
and panels b,d) show CESM-LE data.
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In the southern hemisphere (SH), on the other hand, the surface temperature increases

monotonically. The non-monotonic behavior in the NH surface temperature is absent in the

SOM runs in both models (Fig. 3.1c,d, purple lines). This again demonstrates that ocean

dynamics is responsible for the non-monotonic behavior of the NH surface temperature.

Inspection of global maps of ∆Ts (see Fig. 3.2) shows that the non-monotonicity in the

coupled model run at 3×CO2 for GISS-E2.1-G and 4×CO2 for CESM-LE is associated with

a non-monotonic response of the North Atlantic Warming Hole (NAWH), where there is a

decline in SST in response to increasing greenhouse gases. To evaluate the contribution of

this regional cooling to the total NH temperatures, we mask out all grid points corresponding

to the NAWH, which we define here as regions where ∆Ts is negative (blue areas in Fig. 3.2).

The resulting ∆Ts (Fig. 3.1c,d, black lines) is monotonic in NH as in the SOM runs. The

latter, along with the behavior in the SOM runs, strongly suggests that changes in ocean

dynamics are responsible for the non-monotonicity in NH surface temperature exhibited in

the coupled model.

Recently, Chemke et al. 2020 showed that the formation of the NAWH in CESM-LE

and the Max Planck Institute Earth System Model 100-member Grand Ensemble (MPI-GE)

(Maher et al. 2019) under historical forcing from 1850 to 2005 and Representative Concen-

tration Pathway 8.5 (RCP8.5) through 2100, is caused by a reduction in surface meridional

OHT. Additionally, a reduction in the meridional overturning circulation (MOC) has been

shown to reduce transient warming in numerous studies (Caesar et al. 2020; Palter 2015;

Rugenstein et al. 2013; Trossman et al. 2016; Winton et al. 2013). Thus, it is tempting to

relate the AMOC response (which plays a central role in the poleward OHT) to the surface

temperature response. This can be seen in Fig. B.3a,b: as CO2 increases, the AMOC weak-

ens, and the associated reduction in OHT is accompanied by the NAWH, which maximizes

(relative to ambient global warming) at 3×CO2 in GISS-E2.1-G and 4×CO2 in CESM-LE

(Fig. 3.2c,f) when the AMOC entirely collapses. At higher forcings, 4× to 8×CO2 for GISS-

E2.1-G, and 5× to 8×CO2 for CESM-LE, the AMOC remains shut down, but the surface
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GISS-E2.1-G
a) 2×CO2 - PI

CESM-LE
b) 2×CO2 - PI

c) 3×CO2 - PI d) 3×CO2 - PI

e) 4×CO2 - PI f) 4×CO2 - PI

g) 5×CO2 - PI h) 5×CO2 - PI
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Figure 3.2: Annual mean surface temperature response (∆Ts) to a,b) 2×CO2, c,d) 3×CO2,
e,f) 4×CO2, g,h) 5×CO2, and i,j) 8×CO2 shown for both GISS-E2.1-G (left) and CESM-
LE (right) model runs. Note: higher warming than 12K is shown with same color as 12K.
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warms as CO2 increases (Fig. 3.2e,g-j), as seen in the linear progression of ∆Ts for forcings

higher than 4×CO2 for GISS-E2.1-G and 5×CO2 for CESM-LE (Fig. 3.1a,b). However,

the NAWH temperature relative to ambient warming in the NH stays relatively constant.

Note that the AMOC collapse in our models is by no means exceptional; for example, most

CMIP5 and CMIP6 models also exhibit a substantial AMOC weakening in response to an

abrupt quadrupling of CO2 (Fig. B.3c,d).

The non-monotonicity of the response to increased CO2 is not only seen in surface tem-

perature: it pervades many aspects of the climate system. Consider the sea-ice response,

shown in Fig. 3.3 for both models. For GISS-E2.1-G, while the Arctic sea-ice decreases with

CO2 (Fig. 3.3, left) at large concentrations, from 2× to 3×CO2 sea-ice actually increases

(Fig. 3.3c) over the North Atlantic around Greenland and the Norwegian sea, consistent with

a maximum NAWH temperature decrease at 3×CO2 (Fig. 3.2c). For CESM-LE, while Arc-

tic sea-ice decreases with CO2 (Fig. 3.3, right) at large concentrations, from 3× to 4×CO2

(Fig. 3.3d,f) sea-ice actually increases (less red at 4×CO2 than 3×CO2). Furthermore, the

non-monotonic response of Arctic sea-ice is not merely regional in scope: it is clearly seen in

the annual NH sea-ice extent, which exhibits a significant “jump” between 2× and 3×CO2

for GISS-E2.1-G and 3× and 4×CO2 for CESM-LE shown in Fig. 3.4a and Fig. 3.4b, re-

spectively. While numerous studies have explored the mechanisms by which Arctic sea-ice

loss directly affects the behavior of the AMOC through increased freshwater fluxes (Liu

et al. 2019; Oudar et al. 2017; Scinocca et al. 2009; Sévellec et al. 2017; Sun et al. 2018),

here the relationship is not simply “one-way” as sea-ice increases between 2× to 3×CO2 for

GISS-E2.1-G, and between 3× to 4×CO2 for CESM-LE, while the AMOC weakens. This is

consistent with the fact that the physical processes associated with how sea-ice modulates

the AMOC are still unclear in comprehensive fully coupled climate models (Liu et al. 2019).

A detailed investigation of the relationship between Arctic ice and AMOC is beyond the

scope of this study, but an analysis of the AMOC collapse in a previous generation of the

GISS model (GISS-E2-G) can be found in Rind et al. 2018.
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GISS-E2.1-G
a) 2×CO2

CESM-LE
b) 2×CO2

c) 3×CO2 d) 3×CO2
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g) 5×CO2 h) 5×CO2

i) 8×CO2 j) 8×CO2

100 50 0 50 100
% Sea-Ice

Figure 3.3: Annual Arctic sea-ice response to a,b) 2×CO2, c,d) 3×CO2, e,f) 4×CO2, g,h)
5×CO2, and i,j) 8×CO2 shown for both GISS-E2.1-G (left) and CESM-LE (right) model
runs.

36



0

5

10

15

10
6

km
2

GISS-E2.1-G

a) Sea-ice extent
NH

SH

CESM-LE

b) Sea-ice extent
NH

SH

2.8

3.0

3.2

3.4

m
m

/d
ay

c) Precipitation
NH

SH

d) Precipitation
NH

SH

−3.0

−1.5

0.0

1.5

3.0

la
ti

tu
d

e
(d

eg
.)

e) φP−E
NH

SH

f) φP−E
NH

SH

0 4 8 12

Radiative Forcing (W/m2)

6

7

8

9

10
10

kg
/s

g) HC strength
NH

SH

1 2 3 4 5 6 7 8
xCO2

0 4 8 12

Radiative Forcing (W/m2)

h) HC strength
NH

SH

1 2 3 4 5 6 7 8
xCO2

Figure 3.4: Annual mean a,b) sea-ice extent (106 km2) defined as grid cell areas with more
than 15% ice concentration, c,d) precipitation (mm/day), e,f) dry zone edge (ϕP −E), and
g,h) HC strength (Ψ500) for SH (blue) and NH (red) as a function of radiative forcing. Er-
ror bars denote 95% confidence intervals calculated using Student’s t-distribution.
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Many other climate variables also exhibit a non-monotonic response to increased CO2

in both models. Of notable interest is the response of precipitation (Fig. 3.4c,d), which

generally increases in both hemispheres as CO2 concentrations rise (as one expects), but

actually declines in the NH (red line) between 2× and 3×CO2 for GISS-E2.1-G, and between

3× and 4×CO2 for CESM-LE, in tandem with temperature (Fig. 3.1a,b) and sea-ice extent

(Fig. 3.4a,b). Interestingly, note that NH precipitation at 3×CO2 in GISS-E2.1-G is lower

than in the PI control (RF = 0) and barely recovers to its 2×CO2 value even at 8×CO2

forcing. Even in the SH, where precipitation increases monotonically, one can see a marked

increase in the slope between 2× and 3×CO2 for GISS-E2.1-G, and between 3× and 4×CO2

for CESM-LE. These features of the precipitation response are absent in the SOM runs

(Fig. B.4a,b), and therefore, most likely are related to changes in the ocean dynamics.

The non-monotonic behavior is not confined to high or middle-latitude but extends to

the tropics as well. The width of the tropical belt (Seidel et al. 2008), which is projected

to increase with CO2 (Chemke and Polvani 2019; Grise et al. 2019), also exhibits a non-

monotonic behavior. Consider the response of ϕP −E (Fig. 3.4e,f), which is a critical metric

of the hydrological cycle, separating zones of net precipitation and net evaporation. In the

SH, ϕP −E shifts poleward with increased CO2 in both models. On the other hand, in the

NH, the models show a non-monotonic widening, with a contraction between 2× and 3×CO2

in GISS-E2.1-G, and between 3× and 4×CO2 in CESM-LE. By comparison, ϕP −E increases

monotonically in the SOM runs in the NH (Fig. B.4c,d), which reinforces the notion that

changes in ocean dynamics are important drivers of the non-monotonic climate response

exhibited in these models.

The response of the edge of the dry zones (ϕP −E) is not only affected by atmospheric

circulation changes but also by changes in moisture content, which is related to temperature,

as shown in Chemke and Polvani 2019. Investigation of the moisture content in the NH (light

blue line in Fig. B.5a,b) shows a clear “jump” between 2× and 3×CO2 for GISS-E2.1-G,

and between 3× and 4×CO2 for CESM-LE, and confirms that changes in moisture content
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affect the response in ϕP −E, as one expects from the Clausius-Clapeyron relation and the

temperature response shown in Fig. 3.1.

Finally, we consider the strength of the HC, computed using the extremum of the stream-

function Ψ at 500 hPa (Ψ500): it also exhibits a non-monotonic behavior in the NH, with a

“jump” between 2× and 3×CO2 in GISS-E2.1-G, and between 3× and 4×CO2 in CESM-LE,

as seen in Fig. 3.4g and Fig. 3.4h, respectively (again, note that the “jump” disappears in

the SOM runs (Fig. B.4e,f)). A detailed study contrasting the different behaviors of various

tropical width metrics is beyond the scope of this study. The goal of this paper is simply

to illustrate that the non-monotonic response to increased CO2 appears in a wide array of

different metrics of the climate system.

3.4 Summary and Discussion

We have explored the climate system response to abrupt CO2 forcing, spanning the

range of 1× to 8×CO2 using the GISS-E2.1-G and the CESM-LE models. We found that,

in both models, for many climate metrics – ECSeff , Arctic sea-ice, Northern Hemisphere

precipitation, tropical expansion, and Hadley cell strength – the response to increased CO2

is not only a non-linear but, in fact, a non-monotonic function of the RF. Our models

show that increasing CO2 from 2× to 3×PI concentrations in GISS-E2.1-G, and from 3× to

4×PI in CESM-LE model, results – surprisingly – in smaller ECSeff , expanded Arctic sea-ice,

reduced Northern hemisphere precipitation, contracted dry zones and a stronger Hadley cell.

Analyzing a companion set of runs with the slab-ocean version of the same models reveals

that this non-monotonic behavior is related to the changes in the ocean dynamics under CO2

forcing.

Our findings are robust across two climate models for runs up to 150 years. It will

be important to repeat a similar exercise with other climate models to determine if non-

monotonicity is a robust feature, and not an artifact of the models used here. Additionally, it

would be important to extend the model runs closer to equilibration (minimum of 1000 years)
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and verify whether the monotonicity persists. We extended a subset of these integrations

(2×, 3×, and 4×CO2 with GISS-E2.1-G) for an additional 150 years, and our main results are

unchanged. More broadly, while the DECK experiments in CMIP at present only require a

single abrupt (4x) CO2 experiment, thereby limiting our ability to test for non-monotonicity

using the CMIP output, our findings suggest that it may be important to explore a broader

range of CO2 forcings in future CMIPs.

Finally, one may ask whether the non-monotonicity of the response to CO2 forcing de-

tailed above is an artifact of the abrupt nature of the forcing. In practice, atmospheric

concentrations of carbon dioxide increase progressively, and an abrupt change is highly un-

realistic. Thus, in addition to validating the result presented here with other climate models,

it will be essential to explore whether the non-monotonicity is also present in forced simu-

lations with continuous forcing (e.g., 1% per year), and to determine whether the transient

climate response also exhibits non-monotonic behavior. Such questions, of course, are beyond

the scope of the present study, but we hope to report on them in future papers.
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Chapter 4: Non-monotonic feedback dependence under abrupt

CO2 forcing due to a North Atlantic pattern effect

Note: This chapter has been published in very near its present form as “Non-monotonic

feedback dependence under abrupt CO2 forcing due to a North Atlantic pattern effect” in

Mitevski et al. 2023.

Abstract

Effective climate sensitivity (EffCS), commonly estimated from model simulations with

abrupt 4×CO2 for 150 years, has been shown to depend on the CO2 forcing level. To

understand this dependency systematically, we performed a series of simulations with a

range of abrupt CO2 forcing in two climate models. Our results indicate that normalized

EffCS values in these simulations are a non-monotonic function of the CO2 forcing, decreasing

between 3× and 4×CO2 in CESM1-LE (2× and 3×CO2 in GISS-E2.1-G) and increasing at

higher CO2 levels. The minimum EffCS value, caused by anomalously negative radiative

feedbacks, arises mainly from sea-surface temperature (SST) relative cooling in the tropical

and subtropical North Atlantic. This cooling is associated with the formation of the North

Atlantic Warming Hole and Atlantic Meridional Overturning Circulation collapse under CO2

forcing. Our findings imply that understanding changes in North Atlantic SST patterns is

important for constraining near-future and equilibrium global warming.

4.1 Introduction

Equilibrium climate sensitivity (ECS), the equilibrium global-mean surface air tempera-

ture response to a doubling of atmospheric CO2 relative to pre-industrial (PI) levels, is one
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of the most important metrics in climate science. The Charney 1979 report (Charney et al.

1979) estimated a “likely” ECS range of 1.5-4.5K; most recently, a tighter range of ECS

values between 2.6-3.9K was established using a Bayesian framework that combines multiple

lines of evidence (Sherwood et al. 2020).

When evaluated from climate models, ECS is often approximated with an effective climate

sensitivity (EffCS), estimated from 150-year abrupt CO2 quadrupling simulations within

coupled global climate models (GCMs), with an underlying assumption that EffCS remains

constant with different CO2 doublings and over time. However, previous modeling (Bloch-

Johnson et al. 2021a; Mauritsen et al. 2019; Meraner et al. 2013; Mitevski et al. 2021;

Sherwood et al. 2020; Zhu and Poulsen 2020) and paleoclimate studies (Anagnostou et al.

2020; Anagnostou et al. 2016; Farnsworth et al. 2019; Friedrich et al. 2016; Shaffer et al.

2016; Zhu et al. 2019) have shown that EffCS may not be linear with each successive CO2

doubling. It tends to increase at higher CO2 values primarily due to a nonlinear temperature

dependence of the radiative feedbacks (λ), referred to as the state-dependence of feedbacks

(Bloch-Johnson et al. 2021a; Sherwood et al. 2015), with minor contributions from nonlinear

CO2 dependence of radiative forcing (Mitevski et al. 2022).

However, previous attempts to study the state dependence have been limited to CO2-

doubling scenarios (2×, 4×, 8×CO2) (Good et al. 2016; Rugenstein et al. 2019), whereas

the shared socioeconomic pathway for the highest emission scenarios (SSP5-8.5) projects a

transient increase of greenhouse gas forcing up to 8×CO2 at the year 2300 (Meinshausen et al.

2020) passing through all the intermediate states of n×CO2 (n = 2, 3, 4, 5, 6, 7, 8). Moreover,

previous studies on state dependence have been focused on how EffCS and feedbacks vary in

response to changes in global-mean temperatures under different CO2 forcing (Bloch-Johnson

et al. 2021a; Caballero and Huber 2013; Meraner et al. 2013). Additionally, there has been

enormous attention on the dependence of EffCS and feedbacks on the spatial patterns of

surface warming (e.g., Andrews et al. 2022; Andrews et al. 2015; Rugenstein et al. 2020;

Rugenstein et al. 2016; Zhou et al. 2016). Here, we systematically examine the dependence
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of EffCS on the level of abrupt CO2 forcing, as well as its connection to the spatial patterns

of surface warming and climate feedbacks. To accomplish this, we conduct and analyze GCM

experiments with a range of abrupt CO2 forcings including 2×, 3×, 4×, 5×, 6×, 7×, and

8×CO2 relative to PI level (hereafter denoted as abrupt n×CO2 experiments).

4.2 Materials and Methods

4.2.1 Models and Experiments

We use the original large ensemble version of the Community Earth System Model

(CESM1-LE). CESM1-LE comprises the Community Atmosphere Model version 5 (CAM5,

30 vertical levels) and parallel ocean program version 2 (POP2, 60 vertical levels) with ap-

proximately 1◦ horizontal resolution in all model components (Kay et al. 2015). Some of

the results are shown with the GISS-E2.1-G model (Kelley et al. 2020) in Appendix C. All

experiments in this work are with abrupt CO2 forcing.

We perform abrupt n×CO2 experiments with the coupled version of the CESM1-LE and

GISS-E2.1-G models (coupled runs) for 150 years with 2×, 3×, 4×, 5×, 6×, 7×, and 8×CO2

forcing, with all other trace gases, aerosols, ozone concentrations, and solar forcing fixed at

PI values. The response is defined as the difference between the n×CO2 runs and the PI

control run. The same experiments were analyzed in Mitevski et al. 2021 and Mitevski et al.

2022.

To estimate the effective radiative forcing (ERF) as per Forster et al. 2016, we perform

prescribed pre-industrial SST and sea-ice runs for 30 years for each 2×, 3×, 4×, 5×, 6×, 7×,

and 8×CO2. The ERF is then calculated as the global mean net top of the atmosphere (TOA)

net radiation between PI and n×CO2, and it includes the stratospheric and tropospheric

adjustments (Sherwood et al. 2015).

We also utilize atmosphere-only runs (AGCM) with prescribed monthly SST values taken

from the 150-year abrupt n×CO2 runs. The prescribed SST values are monthly data for 150

years. The CO2 concentration, ozone concentrations, aerosols, solar forcing, and all other
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trace gases are fixed at pre-industrial values.

In addition to only prescribing SST values from the n×CO2 runs, we also change the

SST patterns. We use the pattern from 3×CO2 in CESM1-LE and then scale the pattern

by the global-mean warming amplitude from 4×CO2 and 5×CO2. We do this by

∆SST(x, y, t) = SST3×CO2(x, y, t) − SSTPI(x, y, t),

t is monthly data from 150 years, x is longitude, and y is latitude. Next, we find the pattern

Sp as

Sp(x, y, t) = ∆SST(x, y, t)
∆SST(t)

where ∆SST is the global mean monthly data for 150 years. Then we have

∆SST′
n×CO2(x, y, t) = Sp(x, y, t) · ∆SSTn×CO2 .

And finally

SSTn×CO2(x, y, t) = SSTP I(x, y, t) + ∆SST′
n×CO2(x, y, t).

One caveat here is that we are only changing the SSTs, and holding sea-ice fixed at 3×CO2.

Although sea-ice changes also cause albedo feedback changes, Haugstad et al. 2017 find that

imposing SSTs alone is sufficient to reproduce λ in the experiments.

4.2.2 Analysis

For each forcing experiment, we first estimate the long-term warming response from the

Gregory method, namely, the x-intercept of regressing the change in net TOA radiation

against surface air temperature over the 150 years of the simulations (Gregory et al. 2004;

Zelinka et al. 2020). We then obtain EffCS for each forcing scenario by normalizing the

warming response by log2 n for the n×CO2 runs, assuming logarithmic CO2 forcing, consis-

tent with Bloch-Johnson et al. 2021a, even though this is not a precise assumption (Byrne
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and Goldblatt 2014; Etminan et al. 2016).

We calculate individual feedbacks with radiative kernels from Pendergrass et al. 2018.

For each year, we multiply the spatially resolved kernels by the climate field anomalies of

atmospheric temperature T , water vapor q, and surface albedo α. We regress these quantities

on the surface temperature response, and the slope of this regression is the feedback. The

cloud feedbacks are computed via the residual method (Soden and Held 2006).

4.3 Results

4.3.1 Non-monotonic effective climate sensitivity and radiative feedbacks

Results from CESM1-LE show that although the global-mean surface air temperature

increases monotonically as CO2 increases (Fig. 4.1a), EffCS changes non-monotonically with

CO2 levels (Fig. 4.1b). That is, EffCS decreases between 3× and 4×CO2 and then increases

between 4× and 5×CO2, and at higher CO2 forcing, with a minimum value at 4×CO2. We

find the same non-monotonicity in the GISS-E2.1-G experiments except with a minimum

EffCS at 3×CO2 (Fig. C.1). In the rest of the paper, we will focus on the CESM1-LE

simulations and note that the results hold for the GISS-E2.1-G simulations unless otherwise

noted.

Changes in EffCS, in principle, are governed by changes in effective radiative forcing

(ERF) and radiative feedbacks (λ). While the ERF, calculated from an additional 30-

year fixed sea-surface temperature (SST) runs as per Forster et al. 2016, increases slightly

more than the logarithm of the CO2 concentration at higher CO2 levels than 4×CO2 (see

Mitevski et al. 2022 for more detail), it is strongly monotonic with CO2 and does not exhibit

a minimum value (Fig. 4.1c). On the other hand, the net radiative feedback parameter

λ (Fig. 4.1d), calculated from 150-year regressions of top-of-atmosphere (TOA) radiative

response against surface air temperature change (Zelinka et al. 2020), exhibits a clearly non-

monotonic behavior with respect to CO2 levels, as for EffCS: λ becomes more negative (more

stabilizing) between 3× and 4×CO2 and less negative between 4× and 5×CO2, corresponding

45



to the lowest EffCS at 4×CO2. Similar results are also found in the GISS-E2.1-G model

experiments (Fig. C.1). These results suggest that EffCS depends not only nonlinearly on

CO2, as found in previous studies (Bloch-Johnson et al. 2021a; Caballero and Huber 2013;

Meraner et al. 2013), but also non-monotonically, and that the non-monotonicity is caused

by the radiative feedbacks in our simulations. Hence the question is: what causes the non-

monotonic changes in feedbacks?

4.3.2 Non-monotonic λ traced to changes in surface warming patterns

We hypothesize two reasons for the non-monotonic changes in λ with CO2:

1. The non-monotonic dependence in λ may arise from a nonlinear state-dependence of the

feedbacks. As noted above, previous studies have found that radiative feedbacks change

nonlinearly with global-mean surface temperature changes (i.e., feedback temperature

dependence), mostly owing to the cloud and water vapor feedbacks (Bloch-Johnson

et al. 2021a; Caballero and Huber 2013; Meraner et al. 2013; Seeley and Jeevanjee

2021). Can the changes in global-mean surface temperature across the CO2 levels in

our simulations (Fig. 4.1a) explain the non-monotonic behavior of λ and, therefore,

EffCS?

2. The non-monotonic dependence of λ may arise from a strong dependence of λ on the

spatial pattern of SSTs. Recent studies have found a close coupling between SST

patterns and radiative feedbacks in observations and model simulations, the so-called

“pattern effect” (Dong et al. 2019; Sherwood et al. 2020; Zhou et al. 2016). If the SST

pattern effect caused the non-monotonic response in λ, then what SST regions govern

the global and local changes in our feedbacks?

To test the hypotheses, we run the atmospheric component of the coupled model CESM1-

LE (CAM5) with specified SST boundary conditions, in order to examine the impacts of

different surface warming on λ. First, we perform a set of 150-year long CAM5 simulations
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where we fix all radiative forcing agents at pre-industrial levels, and prescribe the time-

varying SSTs produced by the corresponding coupled model n × CO2 simulations. In these

runs (denoted as “prescribed-SST”), TOA radiative fluxes and surface air temperature freely

adjust to the underlying SSTs. Although not directly forced by CO2, we find that the

prescribed-SST simulations accurately reproduce the values of λ from the corresponding

coupled simulations (c.f. blue and black dots in Fig. 4.2a, error bars shown in Fig. C.2).

This finding, consistent with other studies (Haugstad et al. 2017; Zhou et al. 2023), suggests

that the dependence of λ on CO2 forcing is primarily shaped by the SSTs induced by the

CO2 forcing and therefore confirms the validity of using prescribed-SST simulations to study

radiative feedbacks to understand the coupled n×CO2 results.

Next, we perform another set of prescribed-SST simulations with adjusted SST boundary

conditions. To test hypothesis # 1, i.e., whether λ responds non-monotonically to changes

in global-mean surface temperatures, we conduct simulations where we scale the SST pat-

tern from 3×CO2 by the actual global-mean SST changes in coupled 4×CO2 and 5×CO2,

respectively. Such that these two runs have the same normalized global SST pattern (at

every monthly time step) as the 3×CO2 run but different global-mean SST values (denoted

“prescribed-SST with 3×CO2 pattern”). In these experiments, we find that the λ values

do not reproduce those in the coupled & prescribed-SST simulations even though the same

global-mean SST warming is prescribed (c.f. red and blue dots in Fig. 4.2a), suggesting

that the non-monotonic response in λ arises from changes in the spatial pattern of SSTs

(hypothesis # 2) and not the changes in the global-mean values of SSTs (hypothesis # 1).

The above CAM5 prescribed-SST simulations highlight the role of SST patterns in driv-

ing the non-monotonic response in λ. To understand what regions contribute to this non-

monotonicity, we show the spatial pattern of λ calculated as the local net TOA radiation

regressed to global-mean surface air temperature response, shown in Fig. 4.2b-d. The spatial

pattern of λ in the 4×CO2 prescribed-SST run (4×CO2 SST pattern), is shown in Fig. 4.2b,

corresponding to the globally averaged λ at 4×CO2 shown by the blue dot in Fig. 4.2a. The
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spatial pattern of λ in a 4×CO2 run with 3×CO2 SST pattern (red dot in Fig. 4.2a) is shown

in Fig. 4.2c. Taking the difference between Fig. 4.2b and c (panel d) shows substantially

more negative feedback in the North Atlantic with the 4×CO2 pattern, and not much change

when we use the 3×CO2 pattern, indicating that the anomalously low EffCS at 4×CO2 in

our coupled simulations is primarily associated with an anomalously negative λ in the North

Atlantic. We show the same λ spatial patterns for 5×CO2 runs in Fig. C.3.

4.3.3 A local pattern effect from the North Atlantic

While the stronger negative feedbacks appear to be located mainly in the North Atlantic,

it is unclear whether they are driven by the local North Atlantic SST changes, or by remote

SST impacts from other basins. In a prior study (Lin et al. 2019) the effect of North Atlantic

SSTs on λ was connected to tropospheric stability response in abrupt 4×CO2 runs across

CMIP models. Our present focus is on the North Atlantic SSTs influence on λ across various

CO2 levels. In Fig. 4.3, we show the normalized SST patterns from 3×, 4×, and 5×CO2

simulations (panels a-c). We find that anomalous SST cooling primarily occurs in the North

Atlantic: 4×CO2 produces a strong cooling in the North Atlantic and less warming in the

subtropical Atlantic (panel b), largely resembling the pattern of the North Atlantic Warming

Hole (NAWH) (Chemke et al. 2020). However, this North Atlantic relative-cooling pattern

to the global mean does not emerge at 3×CO2 (panel a) and is much weaker at 5×CO2

(panel c). Concurrently, we find that local feedbacks exhibit patterns that closely match

the SST patterns (Fig. 4.3f,g, and h). The majority of the negative feedback strengthening,

resulting in a lower EffCS, is found at 4× relative to 3×CO2 (Fig. 4.3i) in the North Atlantic,

which aligns with the local cooling pattern (Fig. 4.3d). Conversely, most of the feedback

weakening at 5× relative to 4×CO2 (higher EffCS, Fig. 4.3j) is also observed in the North

Atlantic and corresponds with the local warming pattern (Fig. 4.3e). These results suggest

that the non-monotonic response of the feedbacks found in our simulations (Fig. 4.2a) is

predominately from feedback changes in the North Atlantic, associated with North Atlantic
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local SST changes. We note that significant feedback changes also occur in the tropical

Pacific (Fig. 4.3i,j), particularly the tropical Eastern Pacific, but these feedback changes are

in the opposite sign to the global-mean feedback changes, and thus cannot account for the

total feedback response we showed in Fig. 4.2a. While some other regions may contribute to

the negative feedback change (e.g., the tropical Western Pacific and the Southern Ocean),

we find that the North Atlantic local λ (area between 0 to 60N and 80W to 10E) explains

up to 2/3 of the total change in the global-mean λ (Fig. C.4). This suggests that most of

the non-monotonicity at 4×CO2 is due to the North Atlantic pattern effect.

To further understand the processes causing the λ non-monotonicity, we further decom-

pose the net feedback parameter λ into the individual feedbacks using radiative kernels

(Pendergrass et al. 2018) (Fig. 4.4). In the North Atlantic at 4×CO2, the Planck feedback

(Fig. 4.4e) is strongly positive as the local cooling reduces outgoing radiation, whereas the

combined lapse rate and water vapor feedback (Fig. 4.4h) and the cloud feedback (Fig. 4.4k)

contribute negatively. The strong negative feedback at 4×CO2 compared to 3×CO2 in

the subtropical North Atlantic is primarily due to the SW cloud feedback (Fig. C.4 and

Fig. C.5h); hence, it is one of the key contributors to the λ non-monotonicity at 4×CO2. Al-

though our 4×CO2 run shows little to no cooling in the tropical/subtropical North Atlantic

(Fig. 4.3b), this region warms less than the tropical average due to the formation of the

North Atlantic warming hole, which increases local low-level cloud cover (Fig. C.6a-c). This

increase in low clouds coincides with an increase in the estimated inversion strength (EIS),

which we find is primarily caused by local SST changes relative to the tropical average and

not the upper tropospheric temperature changes (Fig. C.6). These results suggest that the

anomalous subtropical SST changes between 3× and 4×CO2 (Fig. 4.3d), although weaker

than the extratropical cooling, can efficiently change local cloud feedback and therefore global

climate sensitivity. This EIS mechanism is consistent with the leading mechanism found in

the tropical Pacific pattern effect (Andrews and Webb 2018; Dong et al. 2019; Zhou et al.

2016), except this pattern effect here is associated with the North Atlantic SST changes (Lin
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et al. 2019), and causes the non-monotonic response in EffCS and λ across CO2 levels in our

experiments.

Additionally, it is important to note that 2/3 of the difference in feedbacks between

4×CO2 and 3×CO2 comes from the North Atlantic and 1/3 from the rest of the globe. At

4×CO2, there are strong responses in the individual feedbacks in the tropical Pacific (see

Fig. C.5 for albedo and longwave cloud feedbacks). However, the negative Planck feedback

response in the tropical Pacific is compensated by the local positive feedback response from

lapse rate, water vapor, and clouds (Fig. 4.4b,e,h,k), which makes the tropical Pacific less

pronounced in the non-monotonic λ changes.

Having shown that feedback changes primarily come from the North Atlantic associated

with local SST cooling, we finally return to the key pattern of North Atlantic SST cooling

found in our simulations, the North Atlantic warming hole (NAWH). In the literature, the

appearance of the NAWH has been attributed to the slowdown in the AMOC and linked

to an atmospheric response (Caesar et al. 2018; Latif et al. 2022; Rahmstorf et al. 2015;

Sévellec et al. 2017). Our previous work (Fig. B.3 in Mitevski et al. 2021) found the North

Atlantic cooling (NAWH) in our experiments is primarily due to AMOC collapse. The

AMOC collapses at 4×CO2 in our GCM, and at all other higher CO2 forcings. At higher

CO2 forcings (5×CO2 and above), the AMOC collapse no longer produces anomalous North

Atlantic cooling compared to the previous level of CO2 forcing (e.g., 4×CO2) because the

AMOC collapse-induced SST cooling is further overwhelmed by the surrounding warming.

Hence, the cooling over the NAWH is less pronounced at higher CO2 forcings (Fig. 4.3c)

and has a smaller impact on the feedbacks (Fig. 4.3h). The collapse of the AMOC under

CO2 forcing has been widely reported in climate models, including the GISS-E2.1-G model

in this study (occurring at 3×CO2 & higher) and many other CMIP5 and CMIP6 models

(Fig. B.3 in Mitevski et al. 2021).
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4.4 Discussion and Conclusion

In a series of n×CO2 (n = 2, 3, 4, 5, 6, 7, 8) experiments, we find a non-monotonic response

in the effective climate sensitivity (EffCS) to CO2 forcing using two state-of-the-art, coupled

climate models. EffCS becomes anomalously low at an intermediate level of CO2 (4×CO2

in CESM1-LE and 3×CO2 in GISS-E2.1-G) but increases at higher CO2 levels. This EffCS

non-monotonicity is primarily linked to changes in radiative feedback λ due to tropical and

subtropical North Atlantic cooling relative to the tropical mean; λ becomes anomalously

negative when cooling emerges in the North Atlantic and forms a North Atlantic Warming

Hole (NAWH).

The dependence of λ on sea-surface temperature (SST) patterns has been widely studied,

with a focus on the time-evolution of those patterns (Andrews et al. 2022; Andrews et al.

2015; Dong et al. 2019; Sherwood et al. 2020; Zhou et al. 2016). For example, estimates of

EffCS from the observed historical energy budget constraints are lower than those from long-

term warming under CO2 quadrupling, primarily owing to changes in the tropical Pacific

SST patterns (Andrews et al. 2022; Andrews et al. 2018; Bloch-Johnson et al. 2023; Dong

et al. 2019; Gregory et al. 2020; Zhou et al. 2016). This “pattern effect” has been studied

with a Green’s function approach (Dong et al. 2019; Zhang et al. 2023; Zhou et al. 2017),

which shows that the global feedback has a predominant dependence on tropical convective

regions (Williams et al. 2023), and is less sensitive to the North Atlantic SSTs. This tropical

Pacific SST pattern effect has been found to be a leading mechanism for the time evolution of

EffCS estimates. However, our study proposes a North Atlantic pattern effect that accounts

for changes in EffCS and feedbacks across different CO2 forcing levels. This North Atlantic

pattern effect shows that SST cooling (relative to the tropical mean) in the North Atlantic

due to the formation of NAWH causes λ to become more negative and, therefore, lower EffCS.

We note that the North Atlantic pattern effect proposed here operates on the dimension of

increasing CO2 forcing, instead of on the dimension of time evolution addressed in previous
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studies (Andrews et al. 2022; Andrews and Webb 2018; Dong et al. 2019; Lin et al. 2019; Zhou

et al. 2016). In particular, Lin et al. 2019 showed that the North Atlantic cooling pattern

affects the evolution of λ in 150-year abrupt 4×CO2 runs, whereas we have here considered

how North Atlantic cooling impacts λ at different CO2 forcing. Both findings highlight

that the NAWH can influence λ depending on the timing of AMOC decline and feedback

variations at other locations, and hence the NAWH is an important player in quantifying

global warming.

The NAWH has been proposed to arise from the reduction of surface meridional ocean

heat transport (Chemke et al. 2020) or AMOC slowdown that reduces transient warming

due to increased ocean heat uptake (Caesar et al. 2020; Palter 2015; Rugenstein et al.

2013; Trossman et al. 2016; Winton et al. 2013). In our study, we find that the NAWH

can further reduce EffCS and transient warming by causing more negative feedback (more

efficient radiative damping at the top of the atmosphere). The fact that the NAWH has

been observed in the historical period and is projected to persist in future scenarios with

increasing GHG (Chemke et al. 2020; Gervais et al. 2018; Keil et al. 2020; Liu et al. 2020;

Menary and Wood 2018; Ren and Liu 2021) suggests a considerable damping effect on global

warming from the North Atlantic.

We further analyzed two subsets of CMIP6 models with and without NAWH in the

abrupt-4×CO2 runs (Fig. C.7). Models with a NAWH in the abrupt-4×CO2 scenario also

show more surface cooling in the North Atlantic in transient 21st-century simulations (under

both SSP5-8.5 and SSP2-4.5 scenarios) than models without NAWH. This suggests that

uncertainty in the projected long-term North Atlantic SST patterns in response to abrupt

CO2 forcing also persists in transient projections. Thus, understanding North Atlantic SST

changes is crucial for constraining global climate change at both transient and equilibrium

timescales.

One caveat to our findings is that the AMOC collapse in our models occurs at 3× and

4×CO2, which are relatively low CO2 values, where the collapse can induce a substantial
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cooling in the North Atlantic. When the AMOC collapses at a low CO2 value, the North

Atlantic cooling is strong, leading to a considerable non-monotonicity in EffCS. However, if

the AMOC collapses at a higher CO2 value, such as 5×CO2, then the overwhelming CO2

warming from the surrounding areas results in a weaker North Atlantic SST cooling or

delayed warming pattern. In this case, the EffCS non-monotonicity would be smaller than

the one reported in this study. Hence our results suggest that future changes in AMOC

and NAWH may add additional uncertainty to EffCS and transient 21st century warming

projections.

We also acknowledge that our results are based on only two GCMs, and that 150-year

model runs are not fully equilibrated. The North Atlantic SST cooling and λ response in 150

years could be transient, as previous studies have shown that AMOC can resuscitate when

models are run longer (e.g., Bonan et al. 2022; Rind et al. 2018). However, understanding

AMOC changes under CO2 forcing on centennial to millennial timescales is beyond the scope

of this study. It is also important to note that the feedback dependence on CO2 forcing we

have reported here differs from the temperature dependence proposed in other studies (e.g.,

Bloch-Johnson et al. 2021a) because we have here shown that λ depends on the SST pattern

(4×CO2 blue vs. red dots in Fig. 4.2a) rather than the global mean surface temperature.

The fact that EffCS is nonlinear and even non-monotonic with respect to CO2 levels

complicates equilibrium climate sensitivity constraints using models, observations, the pale-

oclimate record, and process-based understanding. While the non-constant λ across different

CO2 levels has been mainly attributed to feedback temperature dependence within models

(Bloch-Johnson et al. 2021a; Mauritsen et al. 2019; Meraner et al. 2013; Sherwood et al.

2020; Zhu and Poulsen 2020) and paleoclimate records (Anagnostou et al. 2020; Anagnostou

et al. 2016; Farnsworth et al. 2019; Friedrich et al. 2016; Shaffer et al. 2016; Zhu et al. 2019),

we here have shown that the SST pattern also plays a role. Our study adds additional

evidence of EffCS state dependence and pattern effects, and adds to the growing body of

evidence pointing to the North Atlantic as an important region for understanding climate
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sensitivity and feedbacks.

54



2 3 4 5 6 7 8
×CO2

3

4

5

6

7

8

9

K

a) Surface Temperature (∆Ts)

2 3 4 5 6 7 8
×CO2

3.2

3.3

3.4

3.5

3.6

3.7

3.8

K

b) Effective Climate Sensitivity (EffCS)

2 3 4 5 6 7 8
×CO2

4

6

8

10

12

W
/m

2

c) Effective Radiative Forcing (ERF)

2 3 4 5 6 7 8
×CO2

−1.3

−1.2

−1.1

−1.0

−0.9

W
/m

2
/K

d) Net Feedback (λ)

Figure 4.1: a) Global mean surface air temperature response (∆Ts), b) effective climate
sensitivity (EffCS), c) effective radiative forcing (ERF) from 30-year fixed sea-surface tem-
perature runs, and d) net feedback parameter (λ) from the 150-year Gregory regression of
abrupt n×CO2 runs. The confidence intervals for ∆Ts and ERF represent one standard
deviation of the annual global mean values of the last 50 and 20 years of the runs, respec-
tively. The confidence interval for the EffCS and λ are 95% obtained by resampling the
linear regressions 10,000 times.
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Figure 4.2: a) Global net feedback parameter λ from coupled runs, AGCM prescribed-SST
runs with SSTs from coupled runs, and prescribed-SST runs with 3×CO2 pattern, where
the 3×CO2 SST patterns are scaled with the actual global-mean SST values of 4×CO2
and 5×CO2, respectively. Spatial patterns of the local contribution to the global λ at
4×CO2 from b) prescribed-SST, c) prescribed-SST with 3×CO2 pattern and d) the dif-
ference.
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Figure 4.3: Maps of SST patterns (calculated as the regression of local temperature
changes to global temperature changes for 150 years) in the coupled runs for a) 3×CO2,
b) 4×CO2, and c) 5×CO2. The differences between 4× and 3×CO2, and 5× and 4×CO2,
are shown in d) and e), respectively. Figures f-j) show λ maps for the same CO2 experi-
ments.
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Figure 4.4: Maps of individual feedbacks calculated from prescribed-SST runs for: a-c)
net, d-f) Planck, g-i) lapse rate + water vapor, j-i) net cloud.
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Chapter 5: State dependence of CO2 Effective Radiative Forcing

from 1/16× to 16×CO2

Abstract

Most research on the state dependence of climate sensitivity is focused on the radiative

feedbacks with less attention on the radiative forcing. However, recent investigations have

revealed that the instantaneous radiative forcing (IRF) is not solely dependent on CO2 con-

centrations but also on the underlying state of the stratospheric temperature, which responds

to CO2 forcing. Hence, we here utilize atmosphere-only experiments with prescribed sea-

surface temperatures using CESM1-LE, in combination with broadband radiative transfer

calculations with SOCRATES, to thoroughly investigate the dependence of Effective Radia-

tive Forcing (ERF) on varying levels of CO2 forcing from 1/16× to 16×CO2. We demonstrate

that ERF exhibits a strong dependence on CO2 concentrations where it doesn’t simply change

by the logarithm of the CO2 concentration. Instead, the ERF increase (decrease) with CO2

increase (decrease) exceeds the logarithmic change in CO2 concentrations. By disentangling

the ERF into IRF and radiative adjustments, we find that the IRF is primarily responsible

for the CO2 dependence of ERF. Furthermore, we find an asymmetric response of the adjust-

ments between CO2 increase and decrease, which we investigate through the radiative and

dynamic responses within the stratosphere. A significant implication of our findings is that

we should carefully consider the ERF state dependence when studying climate sensitivity

under large CO2 perturbations within the feedback-forcing framework.
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5.1 Introduction

The estimation of Equilibrium climate sensitivity (ECS) plays a critical role in under-

standing the potential impacts of climate change. ECS is the global mean surface warming

after doubling carbon dioxide (CO2) from pre-industrial (PI) conditions. ECS has been

approximated with effective climate sensitivity (EffCS), which is calculated from 150-year

abrupt 4×CO2 runs and then divided by 2, assuming a logarithmic dependence on the radia-

tive forcing with each doubling of CO2. EffCS is directly proportional to the radiative forcing

imposed on the system, and inversely proportional to the feedback parameter λ (EffCS =

F/λ).

Efforts to determine EffCS have involved various approaches, including the examination

of paleoclimatic evidence (Anagnostou et al. 2020; Anagnostou et al. 2016; Farnsworth et

al. 2019; Friedrich et al. 2016; Shaffer et al. 2016; Zhu et al. 2019) and modeling studies

(Bloch-Johnson et al. 2021a; Mauritsen et al. 2019; Meraner et al. 2013; Mitevski et al. 2021;

Sherwood et al. 2020; Zhu and Poulsen 2020). However, a major concern in estimating EffCS

is the assumption that it remains constant with any CO2 doubling, neglecting the potential

for variation due to non-linear temperature dependence of radiative feedbacks caused by

changes in base state and/or CO2 perturbations (Bloch-Johnson et al. 2021a; Sherwood

et al. 2015). Additionally, there have been indications of minor contributions from non-

logarithmic CO2 dependent radiative forcing (Mitevski et al. 2022).

A recent study by He et al. 2022 has provided new insights into the state dependence of

ECS, highlighting not only the influence of feedback changes but also the role of the radiative

forcing (F ). The study revealed that the instantaneous radiative forcing (IRF), which is

the majority of F , strongly depends on the climatological base state. Specifically, the IRF

increases when computed from a higher CO2 base state, and this increase is primarily related

to stratospheric cooling due to CO2 forcing. These findings align with earlier analytical work

by Jeevanjee et al. 2021, emphasizing the importance of stratospheric-surface temperature
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difference in determining CO2 IRF.

Most of the attention on the state dependence of the radiative forcing has primarily cen-

tered around the IRF (He et al. 2022; Jeevanjee et al. 2021; Pincus et al. 2020), with less

attention given to the state dependence of adjustments. Previous studies have predominately

emphasized the IRF due to its better understanding (Mlynczak et al. 2016) and significant

contribution (around two-thirds) to the effective radiative forcing (ERF). Additionally, the

IRF is the primary driver of the adjustments (Forster et al. 2016; Hansen et al. 2005; Ra-

maswamy et al. 2018; Sherwood et al. 2015; Smith et al. 2020b; Smith et al. 2018). However,

ERF, which is the sum of IRF and adjustments, is the most widely adopted definition of

radiative forcing (Forster et al. 2016; Ramaswamy et al. 2018; Sherwood et al. 2015) because

it has been found to be the most comprehensive measure of the radiative forcing’s impact

on the surface climate (Hansen et al. 2005; Richardson et al. 2019). Despite this, the state

dependence of ERF in response to CO2 forcing has yet to be explored in the literature.

Our previous study (Mitevski et al. 2022) demonstrated that ERF exhibits asymmetry

across CO2 doublings and halvings, leading to asymmetric surface temperature responses.

Moreover, we observed that the ERF increases slightly more than the logarithm of CO2

concentration. While previous ECS studies have demonstrated an increase in ERF with CO2

concentration (Colman and McAvaney 2009; Hansen et al. 2005), the underlying mechanisms

behind this ERF increase, and its decomposition into IRF and adjustments, have not been

thoroughly explored. How much the state dependence of ERF contributes to the state

dependence of EffCS, and the underlying mechanisms driving this relationship, remains

an open question. To address this question, we conduct simulations using the CESM1-

LE model, calculating ERF from atmosphere-only experiments with prescribed sea-surface

temperatures and sea ice starting from different CO2 states. By separately quantifying the

IRF and adjustments, we aim to elucidate the mechanisms behind ERF state dependence.

Specifically, we investigate whether changes in stratospheric temperature affect ERF and the

adjustments, and what factors drive ERF to increase more than the logarithm of the CO2
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concentration.

5.2 Methods

Our study utilizes the original large ensemble version of the Community Earth System

Model (CESM1-LE) (Kay et al. 2015). This model consists of the Community Atmosphere

Model version 5 (CAM5) with prescribed pre-industrial (PI) sea-surface temperatures (SSTs)

and sea ice (SIC). The model components have a horizontal resolution of approximately 1◦.

Additionally, we incorporate some results from the GISS-E2.1-G model (Kelley et al. 2020).

To estimate the Instantaneous Radiative Forcing (IRF), we employ the broadband model

SOCRATES (Edwards and Slingo 1996; Manners 2015).

We conduct step experiments using the CESM1-LE model with PI SSTs and SIC, re-

ferred to as “prescribed-SST” runs, to examine the effects of abrupt CO2 doublings and

halvings. For the doubling experiments, we start from PI conditions and, every ten years,

abruptly double the CO2 concentration up to 16×CO2 (indicated in red in Fig. 5.1a). The

halving experiments follow the same approach, starting from PI conditions and reducing the

CO2 concentration by half every ten years until 1/16×CO2 (indicated in blue in Fig. 5.1a).

The effective radiative forcing (ERF) is then calculated as the global mean net top of the

atmosphere (TOA) radiation between two adjacent CO2 steps, which includes stratospheric

and tropospheric adjustments (Sherwood et al. 2015). While the SSTs and SICs are fixed to

PI values, the land temperature is allowed to evolve because prescribing land surface con-

ditions in a climate model poses technical difficulties (Ackerley et al. 2018; Andrews et al.

2021; Hansen et al. 2005). The land warms and cools when CO2 increases and decreases,

respectively. This surface temperature response introduces a radiative effect and some ad-

justments which are an important caveat in calculating the ERF (Andrews et al. 2021). To

correct for this surface temperature response over land, we calculate the surface temperature

adjustment ATs by multiplying the surface temperature kernel with surface temperature and

subtracting it from the ERF (ERFts = ERF − ATs), following the approach in Smith et al.
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2020b.

To calculate the IRF, we employ two different approaches. First, we estimate the all-sky

longwave part of the IRF using offline radiative transfer calculations with the SOCRATES

broadband model (Edwards and Slingo 1996; Manners 2015). In these calculations, we

use the perturbed atmospheric state from each CO2 level, ranging from 1/16× to 16×CO2,

and doubled the CO2 concentration to find the IRF. Therefore, the IRF in this context

incorporates the base state change and differs from the traditional definition of IRF, which

represents the instantaneous change in radiative flux caused by the introduction of CO2

(Andrews et al. 2021).

Second, we estimate IRF as a residual by subtracting the adjustments from the ERF.

Following the approach of Smith et al. 2018 and Chung and Soden 2015, we express the ERF

resulting from a climate perturbation as a sum of IRF and various rapid adjustments:

ERF = IRF + AT + ATs + Aq + Aα + Ac

where Ax are the rapid adjustments where x is atmospheric temperature T , surface tem-

perature Ts, specific humidity q, surface albedo α, and clouds c. We further separate the

rapid adjustments into stratospheric and tropospheric contributions using a tropopause that

varies linearly from 100 hPa at the equator to 300hPa at the poles. The radiative kernel

Kx approximates the change in TOA shortwave or longwave radiation ∆R resulting from a

unit change in the state variable ∆x, such that Kx ≈ ∂R/∂x and Ax = Kx∆x. The cloud

kernels Ac are determined following the method of Chung and Soden 2015 by computing

the difference between all-sky and clear-sky kernel decomposition. The radiative kernels

are calculated by making small perturbations in the model’s base climatology and running

the resulting atmosphere through an offline radiative transfer code. TOA fluxes are then

compared between the perturbed and base states. As the stratospheric adjustments have

been shown to depend on the choice of kernel (Smith et al. 2020b), we perform the adjust-
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ment calculations using ten kernels from the following models: GFDL (Soden et al. 2008),

BMRC (Soden et al. 2008), CAM5 (Pendergrass et al. 2018), ERAi (Huang et al. 2017),

HadGEM3-GA7.1 (Smith et al. 2020b), HadGEM3, CCSM4 (Shell et al. 2008), ECHAM5

(Previdi 2010), HadGEM2 (Smith et al. 2018), and ECHAM6 (Block and Mauritsen 2013).

5.3 Results

Fig. 5.1a shows the step experiments with CESM1-LE where CO2 is increased from PI

to 16×CO2 values in 10-year steps (red), and similarly decreased to 1/16×CO2 (blue). We

calculate the resulting ERF as the difference between two consecutive CO2 steps. While a

logarithmic relationship would imply equal ERF for each step, we observe that the “blue

step” at year -40 is smaller than the “red step” at year 40. Fig. 5.1b displays the calculated

ERF from each step adjusted for land warming, revealing that the ERF does not remain

constant but increases more than the logarithm of the CO2 concentration, with ERF around

3Wm−2 at 1/16×CO2 and 4.5Wm−2 at 16×CO2. We will explain in the next figures why ERF

decreases from 1/16 to 1/2×CO2.

In our previous work (Mitevski et al. 2021; Mitevski et al. 2022), we calculated the

ERF from abrupt n×CO2 runs (from 1/8× to 8×CO2) as the net TOA radiation between

the n×CO2 states and PI, as shown in Fig. 5.1c. The ERF calculated this way with the

CESM1-LE model (Fig. 5.1d) also exhibited an increase that surpassed the logarithmic rela-

tionship with CO2 concentration. Specifically, the ERF increased from 3Wm−2 at 1/8×CO2

to 4.2Wm−2 at 8×CO2. Notably, these experiments differ from the 10-year step experiments

in Figs. 5.1a,b in that they always started from the PI atmospheric state yet yielded similar

ERF increases with CO2. We obtained similar results with increasing and decreasing CO2

by 1%yr−1 (1pctCO2 runs) with CESM1-LE, and abrupt n×CO2 runs with the GISS model

(Fig. 5.1d). The ERF increase exceeded both the logarithmic relationship and the simplified

expressions proposed in (Byrne and Goldblatt 2014; Etminan et al. 2016) (see Fig. 2.2 in

Mitevski et al. 2022). By conducting abrupt n×CO2, 10-year abrupt step, and 1pctCO2 ex-
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Figure 5.1: a) The radiative imbalance at the top of the atmosphere in the 10-year step
experiments, where CO2 is doubled (red) or halved (blue) starting from the pre-industrial
(PI) condition. b) The Effective Radiative Forcing (ERF), calculated as the difference be-
tween two levels shown in panel a and adjusted for land warming (see methods). c) The
radiative imbalance at the top of the atmosphere in the n×CO2 prescribed-SST runs,
starting from the PI CO2 concentration. d) Normalized ERF (divided by log2 n) obtained
from the abrupt-n×CO2 run with CESM1-LE (left), 1pctCO2 runs with CESM1-LE (mid-
dle), and abrupt-n×CO2 runs with the GISS-E2.1-G model, with adjustments made for
land warming (see methods in (Mitevski et al. 2022)).
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adjustments (A_st). The global mean temperature response profile from the runs in a).
All values for the CO2 decrease runs are multiplied by −1 for better comparison with the
CO2 increase values.

periments, we demonstrate that the ERF increase with CO2 concentration is independent of

the method used to perturb CO2 in the prescribed-SST runs. Furthermore, including GISS

model results confirms that the ERF increase is not specific to a particular model. Lastly,

our findings indicate that the ERF increases with CO2 irrespective of whether we start from

the PI or the n×CO2 atmospheric state.

In Fig. 5.2a, we decompose the ERF into IRF and adjustments. Firstly, we compute the

longwave component of IRF using SOCRATES, considering the base atmospheric state for

each of the n×CO2 runs (depicted by the second set of bars in Fig. 5.2a). The longwave

IRF also increases with the CO2 concentration, particularly from 2× to 16×CO2, surpass-

ing the increase from 1/16× to 1/2×CO2. The shortwave component of IRF represents less

than 5% of the total IRF; thus, we solely focus on the changes in the longwave component

when performing radiative calculations with SOCRATES (Pincus et al. 2020; Shine et al.

2022). Alternatively, we compute the IRF as the residual obtained after subtracting the

total adjustments from the ERF using kernels, denoted as IRF (res). The IRF (res) exhibits

similar behavior to IRF (LW) in the 10-year step runs, displaying a comparable direction

of change with CO2. Therefore, the observed non-logarithmic increase in ERF coincides
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with an increase in IRF. Note, however, that the IRF exhibits a greater increase with CO2

compared to the ERF. This is because its rise is counteracted by the adjustments shown

in Fig. 5.2a. These adjustments are larger in the CO2 decrease scenarios compared to CO2

increase. The adjustments oppose the increase in IRF, resulting in a smaller increase in ERF

relative to IRF. The adjustments decrease with CO2 primarily due to the asymmetry in the

stratospheric adjustment (A_st, depicted in the last set of columns in Fig. 5.2a), which arises

from the asymmetric stratospheric temperature response between comparable CO2 increase

and decrease scenarios as illustrated in Fig. 5.2b. Specifically, near the peak emission (around

10-15hPa), the scenarios involving a decrease in CO2 exhibit a stronger stratospheric temper-

ature response (warming) compared to the scenarios involving an increase in CO2 (cooling)

across all cases (keep in mind that we reverse the sign of the temperature adjustment for the

CO2 decrease runs). Consequently, the stratospheric temperature adjustments are larger in

the CO2 decrease cases. Furthermore, the decrease in ERF between 1/16× and 1/4×CO2 is

attributed to the diminishing total adjustments, while the IRF remains relatively unchanged.

In order to gain further insights into the asymmetry in the stratospheric temperature

response, we examine the zonal mean temperature patterns in our experiments in Fig. 5.3.

As expected, the scenarios involving a decrease in CO2 (Figs. 5.3a,d,g,j) exhibit strato-

spheric warming, while the scenarios involving an increase in CO2 (Figs. 5.3b,e,h,k) display

stratospheric cooling. It is well-established in the literature that the addition of CO2 leads to

surface and tropospheric warming but induces stratospheric cooling (Goessling and Bathiany

2016). Conversely, the opposite occurs when CO2 is removed: the surface and troposphere

cool while the stratosphere warms. Interestingly, we find that the magnitude of stratospheric

warming in the CO2 decrease scenarios (1/2×, 1/4×, 1/8×, 1/16×CO2) is greater than the mag-

nitude of stratospheric cooling in the corresponding CO2 increase experiments (2×, 4×, 8×,

and 16×CO2) (depicted in red in Figs. 5.3c,f,i,l). This asymmetry in the stratospheric tem-

perature response is primarily observed between 10 and 100hPa, from 50 degrees south to

the Arctic.
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periments.

Previous work (Jeevanjee et al. 2021) has shown that the influence of emission tem-

peratures in the troposphere and stratosphere can explain the CO2 dependence of IRF.

Specifically, a decrease in stratospheric temperature is expected to correspond to an increase

in IRF. To examine this relationship, we show in Fig. 5.4b a strong correlation between

the stratospheric temperature at 10hPa (∆T10hPa) and ERF. Notably, as the stratospheric

temperature cools (Fig. 5.4a), the ERF exhibits an increase. Additionally, the longwave and

residual IRF show similar correlations with ∆T10hPa, aligning with their concurrent increase

with CO2 and ERF. Therefore, the rise in IRF associated with ∆T10hPa accounts for the

observed increase in ERF, establishing a direct link between the stratospheric temperature

state and the ERF.

It is important to note that the IRF calculations in this context are performed using

the perturbed state, which incorporates the rapid adjustments resulting from temperature,

humidity, albedo, and cloud changes. Hence, we can only quantify the base state (mostly

stratospheric temperature) dependence of IRF, and not the CO2 dependence. To quantify

solely the CO2 dependence, we would need to use the same PI base state and only change

CO2. He et al. 2022 investigated the influence of CO2 concentration on IRF by conducting

SOCRATES simulations with the same atmospheric base state while only modifying the
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CO2 concentration to 4×CO2. Their findings revealed a relatively small dependence on

CO2 alone, indicating that if IRF is calculated using the traditionally defined base state,

there would be no noticeable CO2 dependence. However, the alteration in the atmospheric

state, primarily characterized by stratospheric cooling, leads to an increase in IRF (and

consequently ERF) with varying CO2 concentrations. Further investigation is needed to

quantify the contribution of IRF state dependence resulting from changes in stratospheric

temperature and CO2 forcing.

Finally, we present the decomposition of ERF into IRF and individual adjustments in

Fig. 5.5. Consistent with our previous discussions, the IRF accounts for the ERF increase

from 1/16× to 16×CO2, while the total adjustment (A_total) acts to decrease it. The major-

ity of changes in the total adjustments between 1/16× and 16×CO2 stem from stratospheric

adjustments (A_st), while the tropospheric adjustments (A_tr) predominantly exhibit neg-

ative values and do not contribute significantly to the overall trend. Within the stratospheric

adjustments, the temperature response (A_Ta_st) is the primary driver, with minimal con-
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tributions from stratospheric water vapor in the longwave and shortwave (A_Q_st_lw and

A_Q_st_sw). Regarding the tropospheric adjustments, the most notable contributor to the

overall increasing trend in ERF is the cloud contribution (A_c_net); however, the tropo-

spheric temperature trend (A_Ta_tr) opposes it.

The stratospheric adjustments exhibit a decreasing trend with higher CO2 values, which

is confirmed by the temperature profile differences between each consecutive CO2 value (not

shown), where the temperature response between 1/16×CO2 and 1/8×CO2 is stronger than

the response between pre-industrial (PI) and 2×CO2, and this, in turn, is stronger than

the response between 8×and 16×CO2. This suggests a state dependence of the stratospheric

temperature response, indicating that as the CO2 value increases, the stratospheric tempera-

ture response diminishes with each CO2 doubling. Investigating this decrease in stratospheric

temperature response would involve exploring the radiative and dynamical aspects. From

a radiative perspective, it is worth investigating whether there is an expected decrease in

stratospheric cooling according to Planck’s function as we reach higher CO2 values. On the

other hand, from a dynamical standpoint, since we are keeping the atmospheric composition

fixed (e.g., ozone), one potential factor that could contribute to this difference in strato-

spheric temperature response is the Brewer-Dobson Circulation. In future work, it would

be valuable to further explore whether the dynamical or radiative components drive this

asymmetry.

5.4 Discussion and Conclusion

In this study, we investigated the state dependence of the effective radiative forcing (ERF)

using CESM1-LE, ranging from 1/16× to 16×CO2, and found that the ERF increases from

around 3Wm−2 to 4.5Wm−2, respectively. We attributed this ERF increase to the increase

in instantaneous radiative forcing (IRF), which we calculated with broadband calculations

with SOCRATES and as a residual from the radiative adjustments. We further attributed

the increase in IRF to the cooling of the stratospheric temperatures as CO2 concentrations
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increase. Additionally, we found an asymmetric stratospheric temperature adjustment be-

tween comparable CO2 warming (n×CO2) and cooling (1/n×CO2) because the stratosphere

warms more in 1/n×CO2 than it cools in n×CO2 runs. The majority of the asymmetric

temperature response between cooling and warming occurred in the lower stratosphere, and

future work will focus on elucidating the causes and implications of this asymmetry.

Our findings have important implications regarding the ozone response to CO2 forcing in

interactive chemistry models, as it can influence stratospheric temperature and, consequently,

radiative forcing, which in turn affects surface warming. Previous studies have investigated

the impact of ozone on effective climate sensitivity (EffCS), and radiative forcing, but the

results have been mixed. Some studies have reported EffCS changes ranging from up to 20%

(Nowack et al. 2015) to around 8% (Dietmüller et al. 2014; Muthers et al. 2014), while others

have found no significant impact (Marsh et al. 2016). The role of interactive chemistry in

the Last Glacial Maximum has also been explored, showing a similar range of results with

surface temperature responses ranging from -20% (Noda et al. 2018) to around 3% (Zhu

et al. 2022). However, most of these studies have primarily focused on the overall dynamics

and chemistry response in the stratosphere without specifically isolating the influence of

ozone on stratospheric temperature and its subsequent effect on radiative forcing. To better

understand the effect of stratospheric temperature on CO2’s radiative forcing and surface

climate, it is crucial to conduct more detailed investigations that quantify this impact and

differentiate it from other components of the stratospheric dynamics and chemistry response

to CO2.

It is important to acknowledge that our adjustment calculations are subject to uncertain-

ties arising from the choice of kernel base state, kernel model top, and kernel perturbation.

Pincus et al. 2020 demonstrated that radiative transfer calculations across different line-by-

line (LBL) models yield consistent results when considering the same base state. Therefore,

the base state is the primary source of uncertainty among LBL models, and this base state

dependence is also critical for kernel calculations. By performing calculations with ten dif-
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ferent kernels, we attempt to estimate this uncertainty. Secondly, the uncertainty associated

with kernels is also influenced by the model top, as described in Smith et al. 2020a. Variations

in stratospheric adjustments derived from kernels can exhibit nearly a twofold difference, as

depicted in Fig. 5 of Smith et al. 2020a. Thirdly, the kernel method relies on the assumption

of linearity between top-of-atmosphere (TOA) radiative fluxes and atmospheric variables.

However, this linearity assumption is limited to small climate perturbations and may break

down under higher forcing scenarios (e.g., 8×CO2), as shown in studies by Jonko et al. 2012;

Jonko et al. 2013. Furthermore, we were unable to find verification of the kernel technique

for very low CO2 values such as 1/16×CO2. Hence, these limitations should be considered

when utilizing kernels to quantify adjustments in our work.

Another limitation of our IRF calculations using SOCRATES is that we performed them

at the base state corresponding to n×CO2. As a result, the non-log behavior of IRF is

solely attributed to the changes in atmospheric state, predominantly stratospheric cooling,

at n×CO2. By doubling the CO2 concentration from each base state, we did not specifically

investigate the extent to which IRF depends solely on CO2 forcing. To shed light on this

aspect, He et al. 2022 (their Fig. S1) and Pincus et al. 2020 conducted experiments by

perturbing the PI base state with 0.5×CO2, 2×CO2, and 4×CO2 concentrations and they

discovered that the change in IRF was less than 0.1 W/m2, which is relatively small compared

to the increase observed when altering the atmospheric state (Fig. 5.2a). Therefore, in future

work, it will be important to separate and quantify how much of the IRF increase with CO2

comes from the change in base state compared to CO2 increase. This can be achieved

by using SOCRATES to calculate IRF at the PI base state and selectively modifying a

single atmospheric variable (such as temperature, humidity, albedo, and cloud properties)

in the perturbed state, enabling accurate calculations of the corresponding adjustments.

Furthermore, to enhance the accuracy of quantifying IRF and adjustments, we should utilize

the parallel offline radiative transfer model (PORT) (Conley et al. 2013) from CESM1-LE,

as it allows for precise calculations of IRF and its associated adjustments.
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A third limitation of our experiments is the absence of fixed land temperatures, which

introduces a significant caveat. Land warming has the potential to induce feedback and

influence atmospheric circulation, which, in turn, can impact cloud adjustment. To address

this issue, we can incorporate either the surface temperature adjustments calculated from

kernels, as demonstrated in this work, or consider the global radiative feedback. It is impor-

tant to examine these factors to ensure that the spatial distribution of radiative forcing and

land adjustments does not significantly affect the ERF. Finally, it is crucial to acknowledge

that our results, obtained from the 10-year step experiments with prescribed SSTs, are based

on a single climate model. To enhance the robustness of our findings, we should repeat these

experiments using other climate models.

Our findings highlight that the Effective Radiative Forcing exhibits a non-logarithmic

change with increasing CO2 concentrations. This underscores the importance of carefully

considering radiative forcing when studying the climate system under large CO2 perturba-

tions within the feedback-forcing framework. Furthermore, our results demonstrate that

the radiative adjustments vary across different CO2 forcings. Thus, it is crucial not only

to calculate IRF using line-by-line models but also to incorporate the adjustments when

determining ERF.
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Chapter 6: Southern Hemisphere Winter Storm Tracks Respond

Differently to Low and High CO2 Forcings

Abstract

In the Southern Hemisphere, Earth system models project an intensification of winter

storm tracks by the end of the 21st century. However, it is unknown whether such an in-

tensification will continue with increasing greenhouse gases. Previous studies using idealized

models showed a non-linear behavior of storm track intensity with increasing temperatures.

Thus, here we examine the response of mid-latitude winter storm tracks in the Southern

Hemisphere to increasing CO2 concentrations, up to eight times the preindustrial CO2 lev-

els. We find that at high CO2 levels (i.e., 5×CO2), winter storm tracks no longer exhibit

an intensification across the extratropics, as predicted by the end of this century. Instead,

winter storm tracks shift poleward, similar to the projected response of summer storm tracks,

including a reduction of the storm tracks at low-mid latitudes and intensification at mid-high

latitudes. By analyzing the eddy kinetic energy (EKE) budget, the non-linear storm track

response to an increase in CO2 levels is found to stem from a scale dependent conversion of

eddy available potential energy to EKE at low mid-latitudes. Specifically, while at low CO2

levels, this energy conversion increases the EKE of large scales, at high CO2 levels, it reduces

the EKE of small scales, resulting in the poleward shift of the storms. Our results suggest

that in the next century, the storms’ response might differ from the response projected by

2100, not only in magnitude but in their latitudinal distribution.
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6.1 Introduction

Extratropical storm tracks transport heat, momentum, and moisture, and thereby di-

rectly influence the general circulation of the atmosphere (Harvey et al. 2014; Schwierz et al.

2010). These storm tracks play a significant role in shaping regional weather and climate

by impacting the variability of precipitation, temperature, and winds in the extratropical

regions (Chang et al. 2022; Pfahl and Wernli 2012; Yau and Chang 2020). Given their dom-

inance in weather variability, any future alterations in storm tracks resulting from increased

greenhouse gas (GHG) emissions will have consequential effects on regional climate. There-

fore, understanding how storm tracks will change in a warmer world becomes a critically

important question to address.

The extratropical storm tracks consist of transient eddies which extract their energy

from the mean available potential energy (MAPE) via the process of baroclinic instability

(Lorenz 1955; O’Gorman 2010). Since MAPE depends on both the horizontal (meridional)

and vertical (static stability) temperature gradients (Lorenz 1955; Peixóto and Oort 1974),

changes in the temperature gradients in a warmer climate will directly impact the storm

tracks. In a warmer climate, the upper tropical troposphere is projected to warm more than

the upper polar troposphere, leading to a stronger upper meridional temperature gradient.

Conversely, near the surface, polar regions are anticipated to warm more than the tropics,

decreasing the lower meridional temperature gradient.

According to the IPCC Sixth Assessment Report (AR6) (IPCC 2021), there has been a

noticeable poleward shift of the annual mid-latitude storm tracks in both hemispheres since

the 1970s. In the Northern Hemisphere, there is low confidence in this poleward shift due

to substantial internal variability and structural uncertainty in model simulations. In the

Southern Hemisphere (SH), there is high confidence in the observed poleward shift of storm

tracks, particularly during the seasons of December to February and September to November.

It is important to highlight that the observed poleward shift in the SH storm tracks can be
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attributed to both the increase in greenhouse gases (GHGs) and to ozone depletion (Bender

et al. 2012; Fyfe 2003; Grise et al. 2014). Ozone depletion, which results in cooling in mid-

high latitudes (Randel and Wu 1999), strengthens the meridional temperature gradient and,

consequently, the baroclinicity. However, the ozone hole is expected to recover by the end of

the 21st century, potentially counteracting the poleward shift of storm tracks (Banerjee et al.

2020; Barnes et al. 2014). Nevertheless, the ongoing increase in GHGs will likely continue

contributing to the poleward shift of storm tracks in both hemispheres.

Numerous Earth system model studies have extensively explored the future response of

storm tracks to increased greenhouse gas (GHG) concentrations (Chang et al. 2012; Harvey

et al. 2020; Harvey et al. 2014; Lehmann et al. 2014; Yin 2005; Zappa et al. 2013). In

the Northern Hemisphere, these studies suggest a weakening of summer (JJA) storm tracks,

while winter (DJF) storm tracks are expected to strengthen by the end of the 21st century

only over the North Atlantic / Western Europe. In the Southern Hemisphere, summer (DJF)

storm tracks are projected to shift poleward, while winter (JJA) storm tracks are anticipated

to intensify. Some of these storm tracks responses have already been observed in recent

decades, including the shift in SH summer (Bender et al. 2012; Fyfe 2003), the intensification

in SH winter (Chemke et al. 2022a), and the weakening in NH summer (Chang et al. 2016;

Coumou et al. 2015). It is important to acknowledge that most previous work has primarily

focused on the future storm tracks response under scenarios involving CO2-quadrupling by

the end of this century (e.g., RCP8.5, SSP5-8.5). Yet, without any mitigation policy, the

CO2 concentrations are expected to continue and increase beyond 2100. For example, the

highest emission socio-economic pathways scenario (SSP5-8.5) projects a transient increase

in greenhouse gas forcing up to 8×CO2, relative to PI values, by the year 2250 (Meinshausen

et al. 2020). Therefore, a more comprehensive understanding of the storm track response at

intermediate CO2 levels above 4×CO2 is essential.

Furthermore, previous idealized studies (e.g., O’Gorman and Schneider 2008a) have re-

vealed a non-linear behavior of storm tracks in relation to global mean warming. Specif-
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ically, these studies demonstrated that the EKE exhibits a maximum at current surface

temperatures and decreases under both warmer and colder surface temperature conditions.

Considering that other studies have indicated the potential for non-linear variations in EKE

in a significantly warmer world (Orbe et al. 2023), and given our expectation of reaching

high CO2 levels in the future, it becomes crucial to systematically investigate the response

of storm tracks at intermediate CO2 forcing levels above 4×CO2 using more realistic Earth

system model simulations. This endeavor is important because comprehending and predict-

ing how storm tracks will respond in future warming scenarios beyond the 21st century is

essential for developing effective adaptation and mitigation strategies in the next century,

particularly in the event of a non-linear response.

Our primary objective here is to address the question regarding the linearity of the

intensification of the winter storm tracks in the Southern Hemisphere in relation to increasing

CO2 concentrations. We focus on the storm tracks in the Southern Hemisphere, as they

exhibit a nearly zonally symmetric structure (Chemke et al. 2022a), which not only allows

us to revisit the non-linear behavior of the storms previously found in zonally-symmetric

idealized models (O’Gorman and Schneider 2008a), but such zonal symmetry is necessary

for conducting a zonal spectral analysis. As further discussed below, the storms’ spectral

response to different CO2 levels is a key component in their non-linear behavior.

6.2 Methods

6.2.1 Models

We utilize two Earth system models: the large ensemble version of the Community Earth

System Model (CESM-LE) and the NASA Goddard Institute for Space Studies Model E2.1-

G (GISS-E2.1-G). The CESM-LE model incorporates the Community Atmosphere Model

version 5 (CAM5) with 30 vertical levels, along with the Parallel Ocean Program version 2

(POP2) featuring 60 vertical levels. It employs a 1◦ horizontal resolution across all model

components (Kay et al. 2015). The GISS-E2.1-G model includes a 40-level atmosphere with
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a 2◦ × 2.5◦ latitude/longitude resolution and a 40-level GISS Ocean v1 (GO1) component

with a 1◦ horizontal resolution (Kelley et al. 2020). This specific GISS model configuration

contributes to the Coupled Model Intercomparison Project 6 (CMIP6) project and is referred

to as “GISS-E2-1-G”.

In addition, we utilize experiment output from the extended Representative Concentra-

tion Pathway 8.5 (RCP8.5) scenario from CMIP5 and Shared Socioeconomic Pathway 5-8.5

(SSP5-8.5) from CMIP6. These scenarios run up to year 2300 with up to 7.6×CO2 rela-

tive to PI levels. We only use seven models in total because those were the only models

we could find output for daily variables for the zonal and meridional winds. The CMIP5

models used are MPI-ESM-LR, IPSL-CM5A-LR, CSIRO-Mk3-6-0, and the CMIP6 models

are CanESM5, ACCESS-ESM1-5, MRI-ESM2-0, EC-Earth3-Veg.

6.2.2 Experiments

In our study, we conduct abrupt-CO2 experiments using both CESM-LE and GISS-E2.1-

G models, applying forcings of 2×, 3×, 4×, 5×, 6×, 7×, and 8×CO2, relative to pre-

industrial climate. During these experiments, trace gases, ozone concentrations, aerosols,

and other forcings are maintained at pre-industrial (PI) values. The integration period for

all runs is set to 150 years, starting from PI conditions, following a similar protocol to the

CMIP6 guidelines for 4×CO2 runs. The response to abrupt CO2 forcing is assessed by

comparing these experiments with a PI control run.

To verify that our results also hold under a more realistic increase in CO2, we conduct

transient CO2 experiments using both models. These experiments begin from PI conditions,

similar to the abrupt CO2 experiments. The CO2 concentration is then increased at a rate

of 1% per year (1pctCO2) for a duration of 215 years, reaching slightly above 8×CO2. The

response to transient CO2 forcing is assessed by comparing this experiment with a PI control

run.
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6.2.3 EKE Calculation

Consistent with previous studies (Chang et al. 2012; Chemke and Ming 2020; Chemke

et al. 2022b; Coumou et al. 2015; O’Gorman and Schneider 2008a), we assess the intensity

of the winter (June-August) storm tracks in the Southern Hemisphere using the vertically

integrated transient eddy kinetic energy (EKE) as,

EKE = 1
2g

∫ ps

0

(
u′2 + v′2

)
dp (6.1)

where g is the gravitational constant, u and v are the zonal and meridional wind, respectively,

and prime denotes deviation from the monthly mean. We define the eddies as deviations

from the monthly mean. Nevertheless, defining the eddies using a bandpass filter of 2-6 days

does not change our results.

Additionally, the EKE spectrum is computed using a one-dimensional Fourier analysis in

the zonal direction at each latitude (Saltzman 1957), following the methodology employed

in Chemke and Ming 2020,

EKEk = 1
2g

∫ ps

0

(
|u′

k|2 + |v′
k|2
)

dp, (6.2)

where subscript k denotes the zonal wavenumber.

6.2.4 Spectral EKE budget

To identify the factors responsible for the changes in the EKE spectrum, we follow previ-

ous studies (Chemke and Ming 2020; Chemke and Kaspi 2015; Saltzman 1957) and calculate

the EKEk budget,
∂EKEk

∂t
= PK + EM + EE + F. (6.3)
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The term PK corresponds to the conversion of eddy available potential energy to eddy kinetic

energy,

PK = −2
g

∫ ps

0
Re{u′∗

k · ∇φ′
k}dp (6.4)

where u represents the horizontal velocity vector, φ is geopotential, and ps is the surface

pressure. The asterisk symbol denotes the complex conjugate. The term EM describes the

transfer of kinetic energy between the eddies and the zonal mean flow, with the overbar

indicating the zonal average and θ the latitude.

EM = −2
g

ps∫
0

Re
{

u′∗
k ·
(

ū · ∇u′ + u′ · ∇ū − ūv′ tan(θ)
a

− u′v̄ tan(θ)
a

)
k

+ v′∗
k ·

(
ū · ∇v′ + u′ · ∇v̄ + 2 ūu′ tan(θ)

a

)
k

}
dp

(6.5)

The term EE represents the energy transfer between different waves (eddies of different

wavenumbers).

EE = −2
g

∫ ps

0
Re
{

u′∗
k

(
u′ · ∇u′ − u′v′ tan θ

a

)
k

+ v′∗
k

(
u′ · ∇v′ + u′u′ tan θ

a

)
k

}
dp

(6.6)

Finally, the term F incorporates the dissipation processes and is defined as the residual in

our budget calculation.

6.3 Results

6.3.1 The non-linear behavior of the Southern Hemisphere EKE

We start by analyzing Southern Hemisphere wintertime EKE response in the historical

and the extended highest emission scenarios SSP5-8.5 (CMIP6) and RCP8.5 (CMIP5) up

to the year 2300. The multi model means and the cross-model spread in EKE response is
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Figure 6.1: Vertically integrated zonal mean winter EKE response (relative to PI control
run) in the Southern Hemisphere from CMIP models with extended SSP5-8.5 and RCP8.5
scenarios (see methods). The solid lines show the CMIP mean, and the shading shows one
standard deviation across the models.

shown in Fig. 6.1. In the historical runs by the year 2000 (average over 1980-2000), there

is an EKE intensification in both the low-mid and the mid-high latitudes (olive line). By

2100, the highest emissions scenarios, which correspond to around 4×CO2, project an EKE

intensification at mid-high latitudes and almost no response in the low-mid latitudes (orange

line). By the year 2200, these emission scenarios reach around 7.4×CO2, and a stronger

EKE intensification occurs at mid-high latitudes, and a significant EKE reduction in the

low-mid latitudes (red line). From year 2200 to year 2300, the CO2 values increase from

7.4× to 7.6×CO2, which does not yield much EKE intensification in the mid-high latitudes,

but a stronger reduction in the low-mid latitudes (dark red). Hence we find a non-linear

EKE response in low-mid latitudes in the extended high emission scenarios: EKE initially

intensifies up to 2100 and then weakens to year 2300. To further investigate the role of the

CO2 forcing alone in this non-linear response of the EKE in low-mid latitudes, we utilize

idealized CO2 increase experiments.

We analyze the wintertime EKE response in our idealized CO2 experiments up to 8×CO2

in Fig. 6.2. In the abrupt-CO2 runs (Figs. 6.2a,b), we find that at low CO2 levels (2× and

3×CO2), the EKE intensifies more at mid-high latitudes than low-mid latitudes, consistent
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G models. The solid lines represent mid-high latitudes, while the dotted lines indicate low-
mid latitudes. High and low latitudes are 30 degrees north and south, respectively, of the
EKE maximum in the pre-industrial run (53◦S for CESM-LE and 51◦S for GISS-E2.1-G).
The EKE changes are multiplied by the zonal wavenumber to preserve the logarithmic x-
axis integral and are smoothed with a 3-point running mean for plotting purposes.

with the reported intensification by the end of this century in CMIP5 and CMIP6 models

(Chang et al. 2012; Harvey et al. 2014). The EKE exhibits minor changes in the low-mid

latitudes, with a slight reduction in the CESM-LE model (Fig. 6.2a) and some intensification

in the GISS-E2.1-G model (Fig. 6.2b). As CO2 levels increase (above 3×CO2 for CESM-LE

and 5×CO2 for GISS-E2.1-G), extending up to 8×CO2, the EKE continues to intensify in

mid-high latitudes while decreasing in low-mid latitudes, resulting in a poleward shift of

the EKE. This behavior is also evident under the more realistic transient 1pctCO2 runs

(Figs. 6.2c,d), although the response is weaker predominantly for the low-mid latitude EKE

weakening. To further illustrate the zonally symmetric shift of the Southern hemisphere

EKE towards mid-high latitudes, we present the EKE maps in Fig. D.1, supporting our

focus on studying the storm track behavior from a zonal perspective.

Recently, Chemke and Ming 2020 demonstrated a scale-dependent response of projected

EKE in 21st century emission scenarios; while large scale waves were found to intensify, small

scale waves were found to weaken in the coming decades. It is thus crucial to examine the

future changes in the storms as a function of their scale. To investigate this behavior in our

experiments, we next examine the spectral structure of EKE (EKEk, Equation 6.2). Fig. 6.3
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reveals distinct patterns in the spectral EKE response. At mid-high latitudes (solid lines),

EKEk strengthens over large waves (wavenumbers 6 and below) with increasing CO2 concen-

trations, exhibiting a nearly monotonic increase, with a minor decrease at small scales. At

low-mid latitudes (dotted lines), EKEk weakens monotonically over small waves (wavenum-

bers 7 and above) with increasing CO2, with a minor increase at large scales (mostly in the

GISS-E2.1-G model). Note that while the peak EKE increase at mid-high latitudes and the

peak EKE decrease at low-mid latitudes occur on different wavenumbers, they occur over

similar length scales (as the same wavenumber in different latitudes does not correspond to

the same length scale). Nevertheless, as noted above, scale-dependent changes are evident

even over the same latitudinal bands (solid/dotted lines). Neglecting the spectral structure

of the EKE response would obscure these nuanced changes.

6.3.2 EKEk Budget

We now investigate the underlying physical processes responsible for the scale-dependent

response of EKEk. We start by analyzing the budget equation of EKEk (Chemke 2017;

Chemke and Kaspi 2015; Saltzman 1957) as expressed in Equation 6.3. The EKEk budget

comprises four distinct terms that elucidate the factors contributing to changes in EKEk: the

conversion from eddy available potential energy to EKE (PK), the transfer of energy between

waves and the zonal mean flow (EM), the interactions between different waves (EE), and

the dissipation processes (F). In Fig. 6.4, we present the response of each term in the EKEk

budget relative to the PI for both the CESM-LE and GISS-E2.1-G models.

We first examine the EKEk budget in the mid-high latitudes, where EKEk intensifies

roughly monotonically with increasing CO2 forcing (solid lines in Fig. 6.4). We start with

the analysis of the potential to kinetic energy conversion term (PK) in Figs. 6.4a and 6.4b.

PK captures the process by which waves acquire kinetic energy by converting eddy available

potential energy. This conversion, driven by baroclinic instability, is fundamental to the

generation of atmospheric weather systems (Charney 1947; Eady 1949; Vallis 2017). In our
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Figure 6.4: Components of the EKEk budget from Equation 6.3: (a) and (b) depict the
conversion of eddy available potential energy to EKE (PK), (c) and (d) illustrate the
transfer of kinetic energy between the waves and the zonal mean flow (EM), (e) and (f)
represent the energy transfer between different waves (EE), and (g) and (h) show the dis-
sipation processes (F). The left column presents the data from the CESM-LE model, while
the right column presents the data from the GISS-E2.1-G model. The response is multi-
plied by the zonal wavenumber to ensure the preservation of the integral on the logarith-
mic x-axis, and a 3-point running mean is applied for smoothing purposes.
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experiments, the PK term explains the strengthening of EKEk at high latitudes in both the

CESM-LE and GISS-E2.1-G models. The increase in EKEk at high latitudes (solid lines in

Fig. 6.3) occurs primarily in large-scale waves (wavenumber 4 in CESM-LE and 5 in GISS-

E2.1-G), and the peaks of PK (solid lines in Figs. 6.4a and 6.4b) correspond to the same

peaks in EKEk. These peaks exhibit a nearly monotonic upward shift in the CESM-LE model

and, to a lesser extent, in the GISS-E2.1-G model. However, the EKE intensification at high

latitudes is counteracted by the energy transfer from waves to the mean flow (EM, Figs. 6.4c

and 6.4d) and the dissipation of energy (F, Figs. 6.4g and 6.4h). Moreover, the EKE gain

in large scale waves is partially offset by the wave-to-wave interactions (EE, Figs. 6.4e and

6.4f) term, which involves the transfer of energy from small to large scale waves through an

inverse cascade process (Chemke 2017; Chemke and Ming 2020; Chemke and Kaspi 2015).

The PK term also elucidates the scale-dependent decrease of EKEk in low-mid latitudes

(dotted lines in Fig. 6.4). It exhibits a scale-dependent response to CO2 forcing, wherein

large scale waves (e.g., wavenumber 2) strengthen at high CO2 values, while small scale

waves (e.g., wavenumber 7) weaken. This pattern is found in both the CESM-LE model

(Fig. 6.4a) and the GISS-E2.1-G model (Fig. 6.4b). Moreover, the weakening of EKEk at

small scales and the strengthening at large scales, as seen in the EKEk spectrum (Fig. 6.3),

correspond to the response of the PK term. The EKEk decrease at small scales is balanced

by EKEk gain from the EE and F terms, while the EKEk increase at large scales is offset by

EKEk loss in the EE and F terms. Therefore, the scale-dependent response in the low-mid

latitudes emphasizes the importance of examining the wave’s response to CO2 forcing with

consideration of the wave scale.

We show that the PK term is responsible for the scale-dependent response and decrease

of EKEk in low-mid latitudes, which suggests that the baroclinic instability, which drives the

generation of transient midlatitude waves, likely plays a crucial role in the scale-dependent

response of EKEk. However, the scale-dependent response in EKEk at low-mid latitudes,

where large waves intensify and small waves weaken, resulting in an overall decrease, may
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pose challenges in explaining this EKE decrease using linear metrics such as the Eady Growth

rate and the growth rate from the linear normal-mode instability analysis (see section 2.3

of Chemke and Ming 2020) integrated over the entire troposphere. We have computed both

the Eady Growth rate and the growth rate from the instability problem on a latitude-by-

latitude basis and found that they do not fully capture the complex behavior of EKE. The

Eady Growth rate in the CESM-LE model (Fig. D.2a) captures the general intensification

of EKE at high latitudes and reduction at low latitudes, but the relationship is not strictly

monotonic with increasing CO2. Similarly, the GISS-E2.1-G model (Fig. D.2b) exhibits

contrasting behavior between the Eady Growth rate and EKE at low and high latitudes. The

growth rate derived from the instability problem (Fig. D.3) also struggles to fully capture

the intricate behavior of EKE. These findings suggest that the complex dynamics driving the

scale-dependent response of EKE in low-mid latitudes may not be fully captured by these

linear metrics integrated over the troposphere.

We are unable to fully explain the scale-dependent response in PK (and EKE) with the

total baroclinicity of the atmospheric column. However, previous studies have investigated

the impact of upper and lower tropospheric baroclinicity separately. For instance, Riv-

ière 2011 found a scale-dependent response when the upper tropospheric baroclinicity was

increased: large waves became more unstable, while small waves became less unstable. Con-

versely, when the lower tropospheric baroclinicity was enhanced, all wavenumbers exhibited

increased instability. Furthermore, other studies have explored the mechanisms associated

with baroclinicity, such as the position and magnitude of the lower and upper tropospheric

temperature gradient, as well as their relationship to static stability (Harvey et al. 2014;

Held and O’Brien 1992; Pavan 1996; Yuval and Kaspi 2020). In light of these findings, our

subsequent analysis will investigate the response of PK in relation to changes in lower and

upper baroclinicity.

We begin by examining the correlation between the PK response and the upper and lower

level baroclinicity, as depicted in Fig. 6.5a-c (correlation scatterplots are shown in Fig. D.4).
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Figure 6.5: (a-c) Correlation between PK and lower & upper baroclinicity from 2× to
8×CO2 in the abrupt experiments. We approximate the baroclinicity with the Eady
Growth Rate as σ = dT/dy

N
. (d-e) Correlation between PK and the mechanisms govern-

ing σ: the meridional temperature gradient dT/dy and the inverse of static stability 1/N .
Panels (a) and (d) represent mid-high latitudes, and panels (b), (c), (e), and (f) the low-
mid latitudes. The large scale waves (wavenumber 2) at low latitudes are shown in panels
(b) and (e), and small scale waves (wavenumber 7) in panels (c) and (f). The upper tro-
pospheric σ (black) is integrated from 250 to 500hPa, while the lower tropospheric σ from
500hPa to the surface. The correlation coefficient is the r-value.
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We use positive correlations to explain the PK response. Specifically, at mid-high latitudes,

where EKE intensifies, we correlate the maximum PK response across wavenumbers (in

this case, wavenumber 5) with the upper and lower baroclinicity represented by the Eady

Growth Rate σ in Fig. 6.5a. We find strong positive correlations between PK and the σ

(upper) in both models (blue and orange), which reveal that the increase in PK at mid-high

latitudes is associated with the amplification of upper level baroclinicity. These findings

are consistent with previous studies that have established a link between the upper-level

baroclinicity increase and EKE intensification at mid-high latitudes (Harvey et al. 2014;

Yuval and Kaspi 2020). It is important to note that while PK at high latitudes demonstrates

a strong positive correlation with the upper level σ, the correlation with lower level σ is

strongly negative but not meaningful (it implies that the increase in PK is correlated with a

decrease in lower level baroclinicity). To ensure clarity, only the positive correlations explain

changes in PK.

Next, we focus on the PK response in the low latitudes (Figs. 6.5b,c), which exhibits a

non-linear behavior. We first investigate the large scale waves (wavenumber 2, Fig. 6.5b) that

drive the PK intensification at low-mid latitudes. We find that the increase in upper level

baroclinicity also drives their intensification. However, the PK decrease in the low latitudes,

which is primarily driven by the small scale waves (wavenumber 7) compensating for the

intensification of large waves, is associated with the decrease in lower level baroclinicity,

as depicted in Fig. 6.5c. Thus, the PK decrease at low-mid latitudes is attributed to the

weakening of lower level σ. Consequently, the opposing behaviors in small and large scale

waves stem from the contrasting responses in low and high tropospheric σ. Specifically,

as CO2 forcing increases, the intensification of PK in the low latitudes due to upper level

baroclinicity is offset by the decrease in PK resulting from lower level baroclinicity. This

interplay between upper and lower level baroclinicity under increasing CO2 leads to the

non-linear response in PK (and hence EKE) at low latitudes.

To investigate the mechanisms influencing baroclinicity and PK in both high and low
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latitudes, we examine the variables related to available potential energy, specifically the

meridional and vertical temperature gradients. In Fig. 6.5d-f, we analyze the upper and lower

tropospheric temperature gradients (dT/dy) separately and the inverse of static stability

(1/N). We show the correlation scatterplots in Fig. D.5. At high latitudes (Fig. 6.5d), the

increase in PK at high CO2 values is attributed to the decrease in static stability (increase

in 1/N) and the increase in the upper tropospheric temperature gradient. These results are

consistent with the findings of Chemke and Ming 2020, which showed that the increase in PK

is associated with a decrease in static stability and an increase in the meridional temperature

gradient.

In the low latitudes, the PK intensification at large waves (wavenumber 2) is explained by

the increase in the upper tropospheric temperature gradient (Fig. 6.5e). On the other hand,

the PK decrease at small waves (wavenumber 7) in the low latitudes is attributed to the

increase in static stability and the decrease in the lower tropospheric temperature gradient

(Fig. 6.5f). Both the lower tropospheric gradient and the static stability in the low-mid

latitudes are expected to decrease in a warmer world, reducing atmospheric baroclinicity

and EKE (Harvey et al. 2014; Lim and Simmonds 2009).
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Figure 6.6: Southern Hemisphere winter air temperature response in (a,b) the upper tro-
posphere and (c,d) near surface for mid-high (black) and low-mid (gray) latitudes. The
left column presents the data from the CESM-LE model, while the right column presents
the data from the GISS-E2.1-G model. The upper troposphere is 250 to 500hPa, and the
“near surface” is 500hPa to the surface.

Our findings highlight the significant relationship between the decrease in Eddy Kinetic

Energy (EKE) in low latitudes and the corresponding decline in the lower tropospheric

meridional temperature gradient (dT/dy). To better understand the response of the upper

and lower tropospheric dT/dy, we show the air temperature response (dT ) in the mid-high

and low-mid latitudes as a function of CO2 values in Fig 6.6. The difference between the

low-mid (gray) and mid-high latitudes (black) is how we approximate dT/dy. In the upper

troposphere (Figs. 6.6a,b), dT/dy is positive and intensifies as CO2 concentrations increase.

Near the surface (Figs. 6.6c,d), at low CO2 values of 2× and 3×CO2, dT/dy is either very

small (Fig. 6.6c) or negative (Fig. 6.6d), but at high CO2 values dT/dy is negative. As a

result, the increase in EKE at high latitudes occurs at low and high CO2 levels, while the

decrease in EKE at low-mid latitudes occurs at higher CO2 levels after near surface dT/dy
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Figure 6.7: Southern Hemisphere winter (JJA) air temperature response in (a,b) 2×CO2,
(c,d) 4×CO2, and (e,f) 8×CO2 for the last 50 years of the abrupt-CO2 runs. The left col-
umn presents the data from the CESM-LE model, while the right column presents the
data from the GISS-E2.1-G model.
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becomes more negative.

Furthermore, we show the zonal air temperature response in our abrupt-CO2 experiments

in Fig. 6.7. It is evident that the upper troposphere warms faster in the low-mid latitudes

compared to mid-high latitudes, and the opposite occurs in the lower troposphere. The near

surface warming in the mid-high latitudes is less pronounced at 2×CO2 (Figs 6.7a,b) and

more evident at higher CO2 values such as 4× (Figs. 6.7c,d) and 8×CO2 (Figs. 6.7e,f). The

opposing behaviors of the meridional temperature gradient, with a strengthening aloft and

a reduction near the surface, significantly contribute to the EKE shift, weakening EKE in

low-mid latitudes and strengthening in mid-high latitudes.

In their analysis of CMIP5 models, Harvey et al. 2014 found an increase in both the up-

per and lower tropospheric meridional temperature gradients during winter in the Southern

Hemisphere. They demonstrated a strong correlation between these temperature gradients

and storm tracks, resulting in an increase in EKE in mid-high latitudes and a minor in-

crease in low-mid latitudes in their 21st century projections. However, unlike the Northern

Hemisphere, where the lower tropospheric temperature gradient decreased due to polar am-

plification, they found a weak to no polar amplification in the Southern Hemisphere. Conse-

quently, the lower tropospheric temperature gradient in the Southern Hemisphere increased

(similar to our GISS-E2.1-G model in Fig. 6.6d), with the tropics experiencing more signifi-

cant warming than the polar region. In our simulations, as we increase CO2 up to 8×CO2,

we find a minor increase in the lower tropospheric temperature gradient in the GISS-E2.1-G

model (Fig. 6.6d) and a minor decrease in the lower tropospheric temperature gradient in

the CESM-LE model (Fig. 6.6c). This leads to a minor increase in EKE in the GISS-E2.1-G

model and a decrease in EKE in the CESM-LE model at low latitudes. However, at suffi-

ciently high CO2 levels where polar amplification becomes evident (Fig. 6.7), the increase in

the lower tropospheric temperature gradient outweighs the EKE increase in low latitudes,

particularly in the small scale waves (large wavenumbers), resulting in an overall reduction

in EKE.
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Figure 6.8: Multi model mean Southern Hemisphere winter air temperature response in
extended RCP8.5 and SSP5-8.5 scenarios up to (a) year 2000, (b) year 2100 with approxi-
mate 4×CO2, (c) year 2200 with 7.4×CO2, and (d) year 2300 with 7.6×CO2.
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Furthermore, the air temperature response in the extended RCP8.5 and SSP5-8.5 emis-

sions scenarios in Fig. 6.8 looks very similar to the response in our idealized CO2 experiments

(Fig. 6.7). By the year 2100 (Fig. 6.8b), the upper troposphere warms faster in the low-mid

latitudes compared to mid-high latitudes, inducing positive dT/dy that acts to strengthen

the baroclinicity and EKE over all latitudes. The lower tropospheric dT/dy weakens and

acts to decrease the baroclinicity and EKE at low-mid latitudes, but the weakening is minor

compared to the dT/dy weakening by the year 2200 at 7.4×CO2 (Fig. 6.8c). Hence, at 2200

we have EKE reduction in the low-mid latitudes, which follows the dT/dy and baroclinicity

mechanism from Figs. 6.4 and 6.5. By 2300 (Fig. 6.8d), the lower tropospheric dT/dy has

strengthened even more than 2200, yielding an even greater reduction in low-mid latitude

EKE. Hence, we confirmed our temperature gradient mechanism from the idealized CO2

experiments with the extended emission scenarios.

6.4 Discussion and Conclusion

We examine the behavior of Southern Hemisphere winter storm tracks through the anal-

ysis of eddy kinetic energy (EKE) during June-July-August (JJA) under high CO2 experi-

ments using the 1) extended RCP8.5 and SSP5-8.5 scenarios and 2) experiments with two

Earth system models with abrupt and transient CO2 experiments. While previous studies

using CMIP5 and CMIP6 models have generally reported an overall intensification of EKE

in the Southern Hemisphere winter, our findings reveal a non-linear response to increasing

CO2 levels beyond 2100. Specifically, we find that at low CO2 values, EKE strengthens at

high latitudes with minimal changes at low latitudes. However, as CO2 levels continue to

rise, EKE weakens at low latitudes and maintains its intensification at high latitudes.

This non-linear EKE response can be attributed to scale-dependent effects. Large waves

amplify under both low and high CO2 conditions, while small waves attenuate primarily at

high CO2 levels. In the Southern Hemisphere’s low-mid latitudes, the weakening of small

waves outweighs the strengthening of large waves, resulting in a decrease in EKE. By analyz-
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ing the spectral EKE budget, we identify the conversion of eddy available potential energy

to EKE (PK) as the primary driver of this scale-dependent response. The strengthening

of large waves and the subsequent increase in EKE at mid-high and low-mid latitudes are

associated with enhanced upper tropospheric baroclinicity (as indicated by the Eady growth

rate σ). In contrast, the weakening of small waves and the consequent decrease in EKE at

low-mid latitudes are linked to reduced lower tropospheric baroclinicity. Further decompo-

sition reveals that the upper tropospheric meridional temperature gradient (dT/dy) leads to

an increase in upper tropospheric σ, while the lower tropospheric dT/dy contributes to a

decrease in lower tropospheric σ. The overall baroclinicity response is enhanced by changes

in the static stability (1/N) in both high and low latitudes.

In addition to our idealized abrupt and transient CO2 experiments, we find the same

Southern Hemisphere wintertime EKE shift within the extended RCP8.5 and SSP5-8.5 sce-

narios. By 2100, the storm tracks intensify over all latitudes due to upper tropospheric

dT/dy strengthening, with little to no response in the lower tropospheric dT/dy. As we

advance to 2200 and 2300, EKE intensifies at mid-high latitudes and weakens in the low-mid

latitudes. The weakening is likely due to the lower tropospheric dT/dy weakening at higher

CO2 values when delayed polar amplification kicks in the Southern Hemisphere (Fig. 6.8).

The EKE weakening at mid-low latitudes and strengthening at mid-high latitudes results

in a similar EKE shift we find with our idealized CO2 experiments. Hence, we confirm our

idealized CO2 experiments with the more realistic emission pathways that not only consider

changes in CO2 but other constituents as well.

While our results demonstrate consistent EKE shifts in the transient 1pctCO2 runs, the

magnitude of EKE reduction in the low-mid latitudes is smaller than in the abrupt-CO2 runs.

This discrepancy could be attributed to the level of equilibration reached in the simulations

and the time required for polar amplification to fully manifest, influencing the strength of the

lower tropospheric temperature gradient. As in the extended runs between years 2200 and

2300, there is little change in CO2 from 7.4× to 7.6×CO2, but the EKE reduction at year
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2300 is almost a third higher than the reduction at 2200. Hence, the lower response in the

transient 1pctCO2 runs is likely due to the transient state being far from quasi-equilibrium.

Our study highlights the contrasting responses of the upper and lower tropospheric merid-

ional temperature gradients, which have opposing effects on the baroclinicity of the atmo-

spheric flow. The strengthening of the upper tropospheric gradient enhances baroclinicity,

while the decreasing lower tropospheric gradient under high CO2 conditions, driven by polar

amplification, weakens baroclinicity. Consequently, simple metrics such as the Eady growth

rate averaged over the entire atmospheric column are insufficient to explain the EKE shift

(Fig. D.2). To better understand the non-linear EKE shift, it is necessary to consider the

contributions of upper and lower baroclinicity separately (Fig. 6.4). The scale-dependent

response of EKE (Fig. 6.2) and the conversion of eddy available potential energy to EKE

(Fig. 6.3a,b) in our study presents a challenge for linear normal-mode instability analysis

(Fig. D.3), which does not account for the interaction between large and small waves. While

previous studies have successfully explained baroclinicity changes using linear theory, it is

worth noting that most of these investigations focused on single forcing levels across mod-

els. Our analysis, encompassing a range of forcing levels from 2× to 8×CO2, suggests that

linearity may not be applicable in this context.

In conclusion, our findings reveal a non-linear response of Southern Hemisphere winter

storm tracks to high CO2 scenarios, which we attribute to the baroclinicity response associ-

ated with polar amplification. Despite projections of overall increased EKE in the Southern

Hemisphere’s winter by the end of the 21st century, our study demonstrates the importance

of considering the spatial and temporal variability of storm tracks. This non-linear behav-

ior has important implications for time-sensitive mitigation strategies in the next century,

as current approaches focusing solely on increasing storminess need to be adapted. Miti-

gation strategies should account for the spatial heterogeneity of storm track activity, with

some regions experiencing reduced storminess in a warmer world while mid-high latitudes

are expected to undergo increased storm track activity.
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Chapter 7: Conclusion

In this thesis, I investigate the response of the climate system to a wide range of CO2

forcing ranging from 1/8 to 8 times pre-industrial levels. I focus on whether the response is

symmetric, linear, and monotonic, and if not, what mechanisms are responsible. To address

these questions, I examine the effective climate sensitivity (EffCS), feedbacks, radiative forc-

ing, sea ice, precipitation, the width of the tropics, Hadley Cell strength, and storm tracks.

In Chapter 2, I examined the symmetry of the climate system’s response across a wide

range of positive (warm) and negative (cold) CO2 forcings. While previous studies have es-

tablished that EffCS exhibits CO2 dependence (Chalmers et al. 2022; Colman and McAvaney

2009; Hansen et al. 2005; Russell et al. 2013), here I extended the analysis by considering

a broader CO2 range, using two different fully coupled climate models (CESM1-LE and

GISS-E2.1-G) and, most importantly, I performed the experiments with both abrupt and

transient CO2 runs spanning the range 1/8× to 8×CO2. The investigation revealed an asym-

metric response between colder and warmer experiments in terms of global mean surface air

temperature (∆Ts) and EffCS. Notably, the ∆Ts response at 8×CO2 was more than a third

greater than the corresponding cooling observed at 1/8×CO2, which I demonstrate is due to

an asymmetry in the non-logarithmic CO2 forcing, not to changes in radiative feedbacks.

In Chapter 3, I investigated whether the effective climate sensitivity EffCS monotonically

increases with warming. It has been shown that EffCS increases at higher CO2 levels (Bloch-

Johnson et al. 2021a), but most studies focus on CO2 doublings and overlook intermediate

CO2 values. Using two climate models, I examined a series of simulations with abrupt

increases in CO2 from 2× to 8×CO2. I found that EffCS is a non-monotonic function

of CO2, with a minimum at 4×CO2 in the CESM-LE and 3×CO2 in the GISS-E2.1-G

model. The minimum in EffCS is associated with anomalously negative radiative feedback,
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which is caused by a cooling pattern in the sea-surface temperatures (SSTs) of the North

Atlantic. This cooling is associated with the collapse of the Atlantic Meridional Overturning

Circulation (AMOC), which has also been observed in other CMIP6 models as a response

to increasing CO2. I also found that this non-monotonic behavior with increasing CO2 is

present in many other aspects of the climate system, including the Arctic sea-ice extent

(Liang et al. 2022), precipitation, the width of the dry zones, and the strength of the Hadley

cell.

In Chapter 4, I focused on elucidating the mechanisms responsible for the non-monotonic

response in EffCS under 4×CO2 forcing in CESM-LE and 3×CO2 forcing in the GISS-E2.1-

G model, as presented in Chapter 3. The EffCS has a minimum at the CO2 value when the

AMOC collapses within the model. The AMOC is crucial in transporting warm equatorial

waters to the North Atlantic region. As a result, the cessation of AMOC in the model

triggers a cooling effect in the subtropical and North Atlantic areas. This cooling effect

stabilizes the troposphere and enhances the Estimated Inversion Strength in the eastern

regions of the subtropical and North Atlantic Ocean. As a result, there is an increase in the

formation of low-level clouds in these areas. These low-level clouds act as a negative feedback

mechanism within the climate system, contributing to decreased EffCS and overall cooling.

It is important to note that the minimum value of EffCS is only observed at the specific

CO2 concentration when the AMOC collapses. At higher CO2 concentrations, the warming

effect caused by CO2 forcing overwhelms the relative cooling observed in the subtropical and

North Atlantic regions. Hence, both the local low-cloud feedback and the cooling effect in

the subtropical and North Atlantic areas diminish.

In Chapter 5, I focused on the dependence of Effective Radiative Forcing (ERF) on CO2

concentrations, ranging from 1/16× to 16×CO2. The ERF is composed of two components:

Instantaneous Radiative Forcing (IRF) and adjustments. While previous studies primarily

explored the state dependence of the IRF using idealized models and radiative transfer

calculations, in this chapter, I aimed to understand the state dependence of the ERF and
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examine the contributions from both IRF and adjustments.

I found a significant increase in ERF as CO2 concentrations increased, primarily driven

by the increase in IRF. I attributed the rise in IRF with CO2 to the cooling effect on the

stratosphere caused by CO2 forcing. Interestingly, the adjustments displayed an opposite

trend, decreasing as CO2 concentrations increased. The opposite trend in the adjustments

comes from the asymmetric response in the stratospheric temperature adjustment between

comparable CO2 warming and cooling scenarios. Specifically, the stratospheric temperature

exhibited greater warming in CO2 decrease scenarios compared to the cooling observed in

CO2 increase scenarios. This asymmetry was mainly within the lower stratospheric region.

Future investigations will determine whether this phenomenon arises from dynamic factors

or the radiative response within the stratosphere.

In Chapter 6, I examined the behavior of mid-latitude winter storm tracks in the Southern

Hemisphere in response to increasing CO2 concentrations up to 8×CO2. While climate

models project a future intensification of the storm tracks by the end of the 21st century,

previous studies employing idealized models have demonstrated a non-monotonic relationship

between storm track response and rising temperatures (O’Gorman and Schneider 2008a).

Expanding upon these prior studies, I investigate the response of mid-latitude winter storm

tracks in the Southern Hemisphere to elevated CO2 levels. Surprisingly, I find that at high

CO2 concentrations, the storm tracks no longer exhibit a uniform intensification throughout

the extratropical regions, as predicted for the end of the 21st century. Instead, the storm

tracks shift poleward with reduced storm activity at low-mid latitudes and intensified activity

at the high-mid latitudes.

By analyzing the EKE budget, I attribute the non-monotonic storm track response to an

increase in CO2 levels to the scale dependent response of the conversion of mean available

potential energy (MAPE) to eddy kinetic energy (EKE). At low CO2 levels, this energy

conversion increases EKE of large scales. However, at high CO2 levels, this energy conversion

increases the EKE of large scales and reduces the EKE of small scales, resulting in a poleward
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shift of the storms.

Further analysis of variables that control the MAPE to EKE conversion showed that the

weakening of the lower tropospheric meridional temperature gradient (dT/dy) is accountable

for the observed poleward shift of the storm tracks. The upper tropospheric dT/dy responds

more rapidly at low CO2 values, contributing to the poleward intensification of storm tracks.

The lower tropospheric dT/dy responds more sluggishly (at higher CO2 concentrations) due

to delayed polar amplification, resulting in weakened storm tracks at lower latitudes and a

poleward storm track shift at elevated CO2 values.

The preceding chapters have contributed to the advancement of understanding regarding

the linearity of the climate system’s response to idealized CO2 forcing. Despite the climate

system’s inherent non-linearity, there is a tendency to linearize the response when examining

CO2 perturbations. The findings presented in this study have demonstrated that the response

attributed to CO2 perturbations is not linear. Therefore, caution must be exercised when

scaling responses from specific CO2 perturbation levels, such as 4×CO2, or other magnitudes.

Moreover, when utilizing paleoclimate evidence, it is imperative to carefully consider the state

dependence of not only the feedbacks but also the radiative forcing. The study has illustrated

that non-linearities may arise due to the CO2 concentration or the state dependence of

feedbacks, radiative forcing, and ocean response. A comprehensive understanding of these

non-linearities is crucial for reliable interpretations of paleoclimate data.
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Appendix A: “Asymmetric Warming/Cooling Response to CO2

Increase/Decrease Mainly Due to Non-Logarithmic Forcing, not

Feedbacks”
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Figure A.1: Gregory regression plots for a) CESM-LENS, and b) GISS-E2.1-G model. The
solid lines show regression for years 1-150, and the dashed lines for years 1-20. The stars
on the y-axis show the effective radiative forcing (ERF) calculated from the fixed SST and
SIC runs.
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Figure A.2: Same as Figure 2.2 in the main text except using the GISS-E2.1-G model.
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Appendix B: “Non-monotonic Response of the Climate System to

Abrupt CO2 Forcing”
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Appendix C: “Non-monotonic feedback dependence under abrupt

CO2 forcing due to a North Atlantic pattern effect”
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Figure C.7: Maps of surface temperature patterns from two CMIP6 models composites
with (a,b,c) and without (d,e,f) North Atlantic Warming Hole (NAWH), defined as cool-
ing in the North Atlantic, and the difference (g,h,i). Composites are shown for SSP2-4.5
(a,d,g), SSP5-8.5 (b,e,h), and abrupt-4xCO2 scenario (c,f,i). The models without NAWH
are ACCESS-CM2, AWI-CM-1-1-MR, CAMS-CSM1-0, CMCC-CM2-SR5, CanESM5,
INM-CM4-8, IPSL-CM6A-LR, MIROC6, MPI-ESM1-2-HR, MPI-ESM1-2-LR. Models with
NAWH are BCC-CSM2-MR, CESM2-WACCM, FGOALS-g3, GFDL-ESM4, IITM-ESM,
KACE-1-0-G, MRI-ESM2-0, NorESM2-MM, TaiESM1. The surface temperature patterns
are calculated as local surface temperature changes regressed to global surface temperature
response for years 2015 to 2100 for the SSP scenarios and the first 150 years of the abrupt-
4xCO2 runs, and then averaged across models.
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Appendix D: “Southern Hemisphere Winter Storm Tracks

Respond Differently to Low and High CO2 Forcings”
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Figure D.1: Maps of wintertime EKE (106 Jm−2) for the abrupt (a,b) 2×CO2, (c,d)
4×CO2, and (e,f) 8×CO2 experiments. The left column presents the data from the CESM-
LE model, while the right column presents the data from the GISS-E2.1-G model.
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Figure D.2: Eady Growth rate (σ = dT/dy
N

) integrated from 250hPa to the surface for the
(a) CESM-LE model and (b) the GISS-E2.1-G model shown for the range of 2× to 8×CO2
for Southern Hemisphere winter (JJA).
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Figure D.3: The growth rate of high (solid) and low (dotted) midlatitude waves based on
the linear normal-mode instability analysis in the (a) CESM-LE and the (b) GISS-E2.1-G
model shown for the range of 2×to 8×CO2 for Southern Hemisphere winter (JJA).
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Figure D.4: Correlation between Potential to Kinetic energy conversion (PK) and upper
(black) and lower (gray) tropospheric baroclinicity, as measured by the Eady Growth Rate
σ = dT/dy

N
. dT/dy are the meridional temperature gradient, and N is the static stability.

Panels (a) and (b) represent high latitudes, with large scale waves (wavenumber 2) at low
latitudes shown in panels (c) and (d), and small scale waves (wavenumber 7) at low lati-
tudes in panels (e) and (f). The left column presents the data from the CESM-LE model,
while the right column presents the data from the GISS-E2.1-G model. The σ values are
expressed as a percentage change from the 1×CO2 values, while PK is presented as a dif-
ference from the 1×CO2 values. The upper tropospheric σ (black) is integrated from 250
to 500hPa, while the lower tropospheric σ from 500hPa to the surface. The correlation co-
efficient (r-value) is provided.
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Figure D.5: Correlation between Potential to Kinetic energy conversion (PK) and up-
per (black) and lower (gray) meridional temperature gradient dT/dy and the inverse of
static stability 1/N . Panels (a) and (b) represent high latitudes, with large scale waves
(wavenumber 2) at low latitudes shown in panels (c) and (d), and small scale waves
(wavenumber 7) at low latitudes in panels (e) and (f). The left column presents the data
from the CESM-LE model, while the right column presents the data from the GISS-E2.1-
G model. The dT/dy and 1/N values are expressed as a percentage change from the
1×CO2 values, while PK is presented as a difference from the 1×CO2 values. The 1/N
term is integrated from 250hPa to the surface. The correlation coefficient (r-value) is pro-
vided.
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